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The aim of this paper is to obtain an exact 3D model of a scene using multiple images from different
camera positions. The reconstruction of 3D shape using two images has problem such as being weak at noise.
Therefore we present methods to reduce noise and to improve the accuracy of 3D shape with multiple images.
The system is divided into three stages: firstly, reconstruction of 3D shapes at different camera positions, .
secondly fusing the 3D shapes to obtain a para-ideal shape, and thirdly removing the outlier shapes and
feature points by evaluation function, and fusing the rest of shapes. Even though the corruption of image
data by noise is one of the unavoidable problems in any system, this paper shows how well the noise is
removed by the proposed algorithms in multiple view points. We demonstrate a significant improvement of
recovered shape. Experimental results show that our system performs well to remove noise with robustness.
The maximum noise reduction rate is 82% in the real image experiment.
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1. Introduction

In the field of computer vision, one of the main issues
is that how exactly we can obtain the 3D shape of a
target object from its perspective images. Many meth-
ods have been developed so far ¥ ~® . Those methods
are useful to many fields such as virtual reality, shape
recognition, navigation for a moving robot. And they
are classified into stereo method “™ and shape-from-
motion method *®. We would like to focus on the latter
method because this method does not need to give cam-
era motion and is more suitable for application in daily
life than the stereo method.

There are many methods to recover 3D shape and
camera motion from a sequence of images ) ~(® (13)~08)
Among them, the factorization method shows good re-
sults -8 This method, however, assumes the or-
thogonal or para-perspective projection and needs iter-
ative calculation to find solutions. On the other hand,
Mukai ® proposed a linear method to estimate 3D mo-
tion and shape under perspective projection. Compared
with the non-linear method, linear method has many
merits: guaranteeing the uniqueness of solution, avoid-
ing the iterative search and low computation load.

Therefore by using Mukai’s method ®, we obtain 3D
shapes which are represented in different coordinate sys-
tems conducted in multiple view points. These shapes
are easy to be corrupted with noise. However as well
known in statistics, integrating the shapes including
noise can reduce the amplitude of noise in the shape
a1 Deguchi *® also proposed improved factorization
method under the perspective view in multiple view
points. They used perspective projection to recover 3D
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shape without the approximation of orthogonal projec-
tion. It is said that known 3D points are provided to
obtain the camera calibration values. Oliensis*® dealt
with noise in multi-frame structure. Motion error model
is used to estimate 3D points error by the correlations
between motion error and structure error.

In this paper, we propose methods to improve the
accuracy of shape by fusing estimated 3D shapes and
by the removal of outlier points and shapes in multi-
ple view points. To obtain 3D motion and shapes, a
camera moves around the object(the reverse case can
be available). Then the method of fusion is conducted,
which is based on that each obtained shape is the same
shape and moving rigidly, however they are represented
in a different coordinate system whose origin is moved
in multiple view points. Therefore, we can match corre-
sponding points, then convert each estimated shape to
any standard coordinate system by coordinate transfor-
mation. Then we make the fusion of the transformed
shapes to improve the accuracy of the object shape.
We first present method for determining parameters of
coordinate transformation based on feature points cor-
respondences. Next, we show two methods to integrate
shapes recovered in multiple view points. The result
shape of integration is called a para-ideal shape, which is
a refined shape. Then an evaluation function is applied
to check out the outlier points and shapes by using the
para-ideal shape. Outlier points in the image influence
badly on the exact recovery of 3D shape. Therefore the
elimination of outliers plays an important role to recon-
struct 3D shape with high accuracy. The reconstructed
inaccurate shapes are fused with the coordinate systems
adjusted. The fusion of low noise leveled 3D shapes has
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Fig.1. The flow chart of algorithm.

much better advantages to reduce the noise than that of
high noise leveled shape. In that sense, known the high
noise leveled feature points and shapes called outliers by
the evaluation function, we can obtain an exact shape
by ruling out the outliers. Therefore the key points to
obtain more exact shape is to find out the outliers and
how to fuse the reconstructed 3D shapes. The noise of
points in the real image has a property of point depen-
dence. We mention three more methods to deal with
outlier points and shapes and recovering shape by the
elimination of outliers. Re-fusion of 3D shapes with
less noisy level after the elimination of the outliers by
the evaluation function shows excellent performance to
reduce the noise in the real image experiment. Fig.1
shows the flowchart of the algorithm.

There are a few conventional statistical fitting meth-
ods reported such as M-estimators method and LMedS
GOCY in computer vision. The different thing between
our method and conventional methods is to adjust the
coordinate system to fit the shapes. Therefore a para-
ideal shape is proposed as a standard coordinate system
and a criterion of evaluation function.

We explain Mukai ®’s algorithm to reconstruct 3D
shape in section 2. Then we present two methods of
shapes fusion in section 3. Section 4 is about the re-
moval of the outliers by the evaluation function and
re-fusion of 3D shapes. And we describe the simulation
and experiment in section 5 and 6. We finally conclude
this paper.

BHHC, 1205128, FR12EF
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Obgerved point

du

Camera center
at time t

Fig.2. Relationship of camera positions before
and after infinitesimal time lapse.

2. Obtaining 3D Shape ©®

2.1 Spherical Imaging Model In order to sim-
plify the computation and obtain clear perspective, a
spherical image screen is used in the system. It is re-
ported that self-motion is more easily estimated in the
case of a spherical image screen than in the case of a pla-
nar screen *®. A point 7 is projected on the spherical
screen with unit radius r/||7||.

We set two coordinate systems : a camera coordinate
system and a world coordinate system. Let q and ¢
be vectors representing the projected points (r/||r||) in
the world and camera coordinate system, respectively.
Without losing generality, let the world coordinate sys-
tem be set to coincide with the camera coordinate sys-
tem just before the camera moves. Then, q and g are
expressed as

q:(]:”T_”. .............................. (1)

Though g and q are the same, their time derivatives
q and @ are different from each other owing to the cam-
era’s motion. We also have the equation

where x denotes the outer product and w is the an-
gular velocity of the camera with respect to the world
coordinate system. On the other hand, the accurate
reconstruction of 3D shape on the perspective image is
up to obtaining accurate optical flow(g). However the
difficulty in obtaining accurate optical flow is a major
problem in computer vision. We assume that optical
flow of feature points is already obtained and express
how motion and structure are recovered from the opti-
cal flow in the next section.

2.2 Recovery of Shape with Motion In or-
der to obtain the position of feature points, we must
find the camera motion, translation vector v and angu-
lar velocity w. Fig.2 shows the camera movement du
in infinitesimal time lapse ¢. q(t) and q(¢ + &%) are
projective points at time ¢ and ¢t +d¢. Because q(t), g(t
+ 6t) and du are in the identical plane, we can obtain

Eq.(3).
((@+wxq)xq) v=0.
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When v # 0 (v = 0 is not dealt with), by expanding
Eq.(3), we obtain

=0.

(@x) v-w v+ (G -w)(q-v)

We can provide a better approach to solve Eq.(4) by -

setting b= g x g and A = §gq” — I, where I is the 3x3
identity matrix. We can simplify the Eq.(4) as

bTv + wT Av = 0.

Using the symmetry of the matrix A, Eq.(5) can be
rewritten as
[bTd™] [ v ] T
m

where d= [a11 a2 as3 a12 ass az1]7, ai; is a component
of the matrix A and m is expressed as

w1

Wog

Ws3V3
W1Vs + Wathy
Wo U3 + w3y
w3v; +wivs

Because the dimension of unknown vectors v and m
is nine, we need at least eight points to obtain the un-
knowns. If n points are used, v and m are determined
by calculating the null space of a nx9 matrix. Then
w is computed by substituting the obtained v and m
into Eq.(7). Once v and w are determined, r can be
calculated by using the law of similarity in triangle(see
Fig.3).

s v “qz i
a1

where s is a scale factor inevitable in the problem of
shape-from-motion.

3. Fusion of Obtained Shapes

(i=1,2-,n

3.1 Coordinate Transform  We can obtain
shapes r; from different view points by camera move-
ment as shown in Fig.4. In order to improve the ac-
curacy of obtained shape, we propose how to integrate
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Fig.4. Image sequence obtained from different
view points by a moving camera.

the obtained shapes at each of the different view points.
When a camera moves, a new coordinate system is made
at each view point. Each obtained shape is represented
by the different coordinate systems. This means that
each coordinate system of the recovered shape has a
different scale, rotation and translation. Therefore the
integration of obtained shapes is not simple. Hence, we
need to convert the shape 7; in the j-th coordinate sys-
tem into the shape 7, standarq in a standard coordinate
system as follows:

Tjstandard = SRT']' + t,

where s, R, ¢ mean scale, rotation matrix and trans-
lation vector, respectively. Rotation matrix R is ex-
pressed below. To obtain rotation matrix R, each angle
a, 3 and v around the x, ¥ and z axes should be cal-
culated.

R = R(z,7)R(y,B)R

(z,a)
[ cosy —siny 0 cosB 0 sinf
= | siny cosy O 0 1 0
| 0 0 1 —sinf 0 cosp
[ 1 0 0 ;
0 cosa —sina |
| 0 sina  cosa ‘

Given the correspondence of at least eight feature
points between both coordinate systems, we can find
the parameters s, R and t by minimizing the following
criterion:

E(s,R,t) (10)

i 2
j—)standard” ’

n
= Z ||T2‘tandard -r
i=1

where 4 denotes i-th feature point of an object, and n
is the number of feature points. We used the steepest
descent method to minimize the criterion, Eq.(10).

3.2 Fixed-Frame Fusion Method By using
Egs.(9) and (10), all the shapes are converted to
the standard coordinate system, which means that
T standard is replaced by v, into Eq.(10). Then we can
obtain Eq.(11).
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=0

T1—standard; T2—standardy * " * aTj%standard t (11)

, where 7;_,standard means a converted shape of 7; into
the standard coordinate system as Tsiandard(the candi-
date of standard coordinate system can be set to any
shape such as standard=1,2,---,5). If the coordinate
system of r; is selected as a standard coordinate sys-
tem, we integrate r; and the converted ones rg_q - --
r;-1 as follows :

ri+rot+ -+ T
fi= -1 7 P2l (12)
J
where j = 1,2,---, end of shape. This equation is

rewritten into a recursive form:

(.7 - 1) 'fj—l + 7

fj = ; R R R R TR (13)
where fq=0.
3.3 Renewing Frame Fusion Method This

method fuses shapes one by one by integrating the j-
th shape with the latest fused shape f;_; as shown in
Eq.(14).

(=1 fi—r+ Tifi—a
J

fi=

where j = 1,2,---, end of shape and 7,5, is a con-
verted coordinate by corresponding the feature points
between r; and the fused shape f;_;, which means
7% standard 15 replaced by f*;_; into Eq.(10). Note that
r10="1. The difference between Eq.(13) and Eq.(14)
is the second term. Comparing them, r;,5 , is ex-
pected to be more accurate than r;_,; because the shape
fj—1 is the result of integrating (j — 1) shapes and con-
tains lower noise than the shape r; of standard coordi-
nate system by Fixed-frame fusion method.

4. Outlier Points/Shapes Removal and Re-
fusion

Some of outliers corrupt entire recovered shape. In
this section, we explain how we can find the outliers
efficiently. Then, re-fusion process is explained in the
last section. There are two parts to check the outliers
out from each shape. Firstly, we deal with the feature
points. Secondly, noisy shapes are checked out as the
outlier shapes.

Note that we apply the process of removal of out-
liers to only real image experiment since we add the
uniformly random noise to each point in simulation. It
means the outliers in simulation are point independent
and isotropic Hence, each point has isotropic noise at
each movement of camera, we cannot expect the satis-
factory results in simulation. However, in the real im-
age, the noise distribution is heteroscedastic(point de-
pendent), and anisotropic. The location of feature point
influences on the magnitude of noise in each point. It
is of no use including outliers in fusion to improve ac-
curacy.

EWEEHC, 1205125, FRI2E
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4.1 The Points-Based Selection of Better Fea-
ture Points Any noisy feature points are much far-
ther away from their corresponding feature points of
ideal shape than other less noisy feature points. As we
addressed in previous chapter, we could improve the ac-
curacy of shape by the fusion of shapes. Therefore we
assume that the last refined fused shape f]? is regarded
as an ideal shape, where j means the number of shapes.
The distance between each feature point (r;'.) and para-

ideal feature points( f]?) is a kind of criterion to rule out
the outliers. We define the evaluation function to select
noisy points as

®% = (ri = fHT(V)T () - ),

where 1 is the point number, j is the index of each shape
and Vj is the covariance matrix of the error € = r;— f;.

Then we obtain error of each feature point by Eq.(15).
If any points has a higher error than the threshold, they
are outliers which should be ruled out. Selected outliers
have about double times more over error than avarage
error. The criterion and cut off line may be changed
according to the system’s characteristic such as two or
three times more over than average error. We show the
heteroscedastic nature of feature points in experiment
of later section.

4.2 Removal of Outlier Shapes To find the
outlier shapes, we calculate their Euclidean distance be-
tween each shape and a para-ideal shape(f;) by Eq.(16).

Error by Para — Ideal = Z ||f; —r;l|/n, (16)
i=1

where r*; is the each recovered shape. j means the
number of shapes. n is the number of feature points.
We set the threshold which is 1.19 times more over than
average error. Eq.(16) gives us the error level of each
shapes shown in Fig.(13). If any shape’s error is 1.19
times more over than average error, the shape is re-
garded as an outlier shape to be ruled out in this paper.
The criterion and threshold may be changed according
to the system’s characteristic as the points-based outlier
selection.

4.3 Re-fusion of the Rest of the Shapes Rel-
atively higher noise leveled shapes and feature points
are selected as outliers. Outliers are the targets to be
ruled out at the step of re-integration of the shapes over
again. It is worthy of notice that where we remove the
outlier in the image, or in the shape after the recovery of
shape. As for the noise reduction efficiency, removal of
outlier points in the image is better than in the shape
because the outliers corrupt others in the 3D recon-
struction. The re-integration of the shapes is applied
by Renewing frame fusion method mentioned in section
3.

5.

5.1 Condition
(1) As shown in Fig.5, 214 feature points are lo-
cated in the surface of a cube(20 x 20 x 20), and

Simulation
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The Difference between Two Fusion Method
in Synthetic Images
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30-50 units apart from the camera center along
the z-axis. Visual angle is not specified. The
scale cannot be specified because of no existence
of scale.

(2) Camera moves around the object on the cir-
cumference of a circle, the radius of which is the
distance between the center of object and the ori-
gin of camera coordinate. Then rotation w is [0,
1sgtad, 0] and translation v is the distance of one °
degree moving of a camera.

(3) We add uniform random noise to the opti-
cal flow of points after projection on the screen.
Noise amplitude is less than 1% in comparison
to the optical flow. Each point is perturbed as
follows:

3e-05
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?
3

1.5e-05

The Difference

1e-05

5e-06

2 |

Fig.7. The difference between the error of two fu-
sion methods which are Fixed-frame fusion method
and Renewing frame fusion method in synthetic im-
age. The difference is obtained by subtracting the
error of Fixed-frame fusion method from that of
Renewing frame fusion method.
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5.2 Method ’
(1) We conducted simulation with two methods:
Fixed-frame fusion method and Renewing frame

fusion method. & & )
(2) We calculated the errors per a point. Xxm%w X g
n ] ) Fused Shape Figt Fused Shape Eighth Fused Shape Eloventh
Error = Z (17" idear = F*511/my -+ (17) "
i=1

where 7%, is the ideal 3D position of each fea-
ture points, and f; is the obtained one after fu-
sion by Eqs.(13) or (14). j means the number of
fused shapes which is 12 in the present paper. n
is the number of feature points.

We calculated the rate of error reduction.

(B, —Ep )
Er,

Fig.8. Reconstructed shapes(the upper row) and
fused shapes(the lower) by Renewing frame fusion
method in synthetic images.

(3)

Rate =

x 100(%), - (18)

plot shows the error of the shape recovered at eachi
view point. Fig.8 is the reconstructed shapes and fused .
shapes. Seeing the plot of 'Each Shape’ in Figs.6 and 8,
we find that the error of each shape unsteadily vibrates .
depending on camera position. By fusing shapes at the |
different view points, we find that error decreases lower |
than half of those before the shape integration. The'
rate of error reduction is 58.5% by Renewing frame fu-
sion method.

where Ep, is the error per point of the shape ob-
tained firstly and F f is the error per point
latest

of the latest fused shape.

5.3 Results and Discussion Figs.6~8 show
the results. In Fig.6, horizontal axis shows the num-
ber of fusion and vertical axis shows the error per point
defined in Eq.(18). For 'Each Shape’ in the figure,
the horizontal axis is each camera position. Then the
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Fig. 10. Experimental Environment.

Comparing two fusion methods mentioned in section
3, there is a slight difference between two methods.
Fig.7 is the error difference between the proposed two
fusion methods. As the number of fusion increases,
the difference between two fusion methods is increased.
Its difference is obtained by subtracting the error of
Fixed-frame fusion method from Renewing frame fusion
method. However the difference is too small to confirm
its validity in simulation.

In simulation, we did not apply the method of removal
of outliers since we add uniformly random noise to each
points. By addition of uniformly random noise to fea-
ture points, each shape has different random outliers,
therefore it is hard to determine the correspondence of
feature points between two images or points to integrate
shapes. It means the outliers are point independent and
isotropic. Therefore, the isotropic nature of noise makes
equivalent noise distribution at each movement of cam-
era. We cannot expect the satisfactory results of out-
lier removal process in simulation. However, according
to the fusion of shapes without process of removal of
outliers, each fused shape gradually lessen its noise as
shown in Fig.6.

6. Experiments

6.1 Condition
(1) Experimental situation is shown in Fig.10. Ac-
tually a camera(Sony PC-100) takes an object

BHFWC, 120% 125, FR12K
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Fig.11. Error plots by Eq.(15). x-axis is the order
of points’ number and y-axis is the value of evalua-
tion function Eq.(15) between each shape and ideal
shape in the real image experiment.

with free motion. However in this experiment,
to guarantee its enough translation and no oc-
clusion, a camera moves around from position 1
to position 2 repeatedly. Camera rotation is set
to be different randomly in each camera’s move-
ment.

(2) The number of feature points: 28 (Fig.9.)

(3) The number of used images: 21 (The number
of reconstructed shapes is 20.)

(4) Camera parameters used to convert the planar
image into spherical image : Tsai **)’s method is
used. -

6.2 Methods

(1) According to applying the process of removal
of outliers, we divide into five methods.

@ Method 1: Fixed-frame fusion method only
without the process of removal of outliers.

o Method 2: Renewing frame fusion method
only without the process of removal of out-
liers. ‘

e Method 3: Outliers are not removed in the
reconstructing process, but in the process of
the fusion. Then shapes are fused by Renew-
ing frame fusion method.

e Method 4: Outlier points are removed from
the image data, then shapes are recon-
structed. Then shapes are fused by Renewing
frame fusion method.

e Method 5: Outlier points are removed from
image data, also outlier shapes are removed,
then, Renewing frame fusion method is used.

6.3 Results ,

6.3.1 The Removal of Qutliers In Figs.11 and

12, (a) shows the errors of each feature point calculated
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shape. x-axis is the order of shapes’ number and
y-axis is the error per one point.

by Eq.(15) and (b) is the average and the standards de-
~ viation of errors. The error in Fig.11 is between each
shape(r;) and an ideal shape, and the error in Fig.12 is
between each shape and a para-ideal shape(f.,). There
are similarities between two plots as shown in Figs.11
and 12. Hence, we can have a firm belief to select the
outliers by using f,, instead of an unknown ideal shape.
We regarded points 18, 19 and 21 as outliers by thresh-
old(double times more over than average error).

Next step is to remove the outlier shapes. Fig.13
shows errors between each shape and ideal(or para-
ideal) shape calculated by Egs.(16) and (17). Some of
shapes include much noise than others. We ruled out
the five shapes(r1,73,77,714,719) in the twenty shapes.
All of their errors are 1.19 times more over than the av-
erage error(2.34cm). Therefore 1.19 times the average
error can be used as threshold to obtain outlier shapes.

Seeing Fig.13, it is said that the errors of each shape
have almost the same tendency between f,, and ideal
shape. Therefore fused shape f,, can be used as the
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Real Image Experiment by Method 1 and Method 2
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Fig.14. The result of real images by methods 1

and 2. 'RF Method’ means Renewing frame fu-
sion method. 'FF Method’ is Fixed frame fusion
method. ’Each Shape’ means the error of each
shape.
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Fig.15. Theresult of real images by removing out-

lier feature points. Outlier feature points are re-
moved in the fusion process for method 3, while in |
the reconstruction process for method 4. |

Real images Experiment Removed of Outlier Shapes
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Fig.16. The result of real images without outlier

shapes by method 5. The number of fusion is re-
duced by five comparing to Figs.15 and 16 since five
outlier shapes are removed in fusing shapes.

criterion shape to remove the outlier shapes.

6.3.2 Error Comparison among the Methods
We conducted the experiments of five methods concern-
ing about removal of outlier feature points explained in
section 4 and section 6.2. Fig.14 shows the point er-
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Comparing Results with Each Method
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Fig.18. Upper four shapes: reconstructed shapes
without fusion method at each view point. Bottom
four shapes: fused shapes by method 5. There are
lost three points in the shapes as outliers.

rors of method 1, 2 and Each shape. The rates of error
reduction are 54.4%(method 1), 58.1%(method 2).

Fig.15 shows the result of method 3 and 4. The rates
of error reduction are 58.8%(method 3), 66.0% (method
4). Thus the method 4 is better than the method 3. The
reason is that the outlier feature points corrupt others
when a 3D shape is reconstructed. Hence, in the step
of obtaining optical flow, the removal of outlier points
is helpful to obtain better exact 3D shape.

The method 5 removes both outlier shapes and fea-
ture points. f,, is used as a para-ideal shape. Fig.16
shows its result. The shape number,1,3,7,14 and 19 are
ruled out because they have over the threshold error
which is 1.19 times more than average error. The out-
lier feature points also are ruled out in reconstructing
3D shape from image data. The rate of error reduction
is 82%.

As shown in Fig.17, the rates of error reduction are
54.4%, 58.1%, 58.8%, 66.0% and 82.0%, which are
Fixed-frame fusion method(method 1), Renewing frame
fusion method(method 2), method 3, method 4, method
5, respectively. The method 5 is the best performance
in error reduction.

6.3.3 Fused Shapes  Fig.18 shows the recon-
structed shapes and fused shapes. Upper four shapes
are each reconstructed shapes at different view points.
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Lower four shapes are corresponding fused shapes. We
find that each reconstructed shapes are improved by
shape fusion.

6.4 Discussion In the real image experiment,
the noise distribution is heteroscedastic(point depen-
dent), and anisotropic as shown in Figs.11, 12 and 14.
The location of feature point influences on the magni-
tude of noise in each point. As shown in Figs.11 and 12,
feature point number 1, 8, 9, 18, 19, 21 (see Fig.9) are
easy to include noise in the experiment. It seems that
the vicinity of the edge is prone to contain the error of
optical flow.

Therefore the feature point number 18, 19 and 21 are
removed as outliers by the process of removal of outliers.
The three points have more than double times error
comparing to the average error by evaluation function
in Eq.(15).

In the reconstructing shapes, outlier feature points
perturb stable recovery of other points. Therefore, in
the step of obtaining 3D shape, removal of outliers plays
an important role on exact recovery of 3D shape.

7. Conclusion

In this paper, we have proposed the methods to im-
prove the accuracy of obtained shape focusing on out-
liers, and investigated the rate of error reduction by
these methods. By fusing obtained shapes and evalua-
tion function, we could decrease the position error by
58.5% in the simulation and 82.0% in the experiment.
The fusion can smooth noise and give us more stable
shape although the error of each recovered shape fluc-
tuates depending on each viewing point. As shown in
Fig.18, there are lost three points as outliers. However,
another image sequence obtained from new view points
may make it possible to obtain the lost three points
with high accuracy. Therefore lost three points can be
supplied from another set of fused shapes. Finding a
integration method to supply lost points and another
better methods of fusion to reduce noise are future sub-
jects.
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