A Bidirectional Multiple Charge Transfer Active Pixel Image Sensor for Low-Power Focal Plane Motion Vector Estimation
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This paper proposes a CMOS image sensor with high-speed non-destructive image sensing mode using bidirectional multiple charge transfer active pixels. The proposed image sensor is suitable for low-power focal plane motion vector estimation using iterative block matching while maintaining the image quality of video-rate (33ms/frame) pictures and the accuracy of the motion vector estimation. The performances of the bidirectional multiple charge transfer active pixel sensor are evaluated by circuit simulations and the proper operation of the sensor is confirmed by experiments.
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1. Introduction

Motion vector estimation (MVE) is the bottleneck of the video-encoding process since it has an enormous computational complexity. Therefore, in order to realize real-time video encoder, a specific LSI for MVE is required. However current hardware implementation of MVE requires a large-power large-size VLSI chip, which is not suitable for mobile consumer products.

On the other hand, recent advances of CMOS image sensors bring the ability to build an imager integrated with its signal processing and control functions. This benefit enables the development of a low-power camera system (1)-(4).

The authors have proposed an on-sensor motion vector estimation technique based on iterative block matching and high-speed non-destructive intermediate image sensing in order to realize a low power video encoder (6). This technique takes the benefit of small motion between successive intermediate high-speed pictures (high-speed pictures between 2 video-rate pictures) to obtain motion vectors of video-rate (33 ms/frame) pictures with a reduced computational complexity. However, in the conventional high-speed camera, the image quality of the pictures is degraded. The proposed non-destructive intermediate image sensing is important to obtain fully accumulated video-rate pictures while capturing intermediate pictures. However, in this technique, there still exist a problem on the image quality of intermediate high-speed pictures, which affects the accuracy of motion vector estimation.

This paper proposes a new CMOS image sensor with non-destructive intermediate image sensing mode using bidirectional multiple charge transfer active pixels. The proposed sensing device allows us to capture intermedi-ate high-speed pictures with improved image quality as well as video-rate pictures.

2. Motion Vector Estimation

Block matching algorithm (BMA) is widely used for motion vector estimation. In a typical BMA, current picture is divided into macroblocks with size of $N \times N$ pixels. A macroblock of current picture is compared with the corresponding macroblock within the search area of $(2P + 1)^2$ in the previous picture, where $P$ is the search range of block matching. The computational complexity of BMA is proportional to the search area (5). On the other hand, a wide search range is required to cover large motion vectors.

The use of high-speed pictures reduces computational complexity of motion vector estimation using block matching algorithm, because a wide motion vector search range is not required due to small motion between high-speed pictures.

However, to estimate the motion vectors between video-rate pictures using high-speed pictures, a special consideration is necessary. The iterative BMA is suitable for this purpose (6). The basic concept of the iterative BMA is shown in Fig. 1.

The conventional block matching estimates motion vector of neighboring pictures, while the iterative BMA, as shown in Fig. 1, iteratively estimates motion vector between a current intermediate high-speed picture and a previous video-rate picture as a fixed reference. The iterative BMA uses a previously obtained motion vector as a predictive vector to search the motion vector between intermediate pictures. This technique allows us to reduce the search range to a few pixels, while maintaining the estimation accuracy.

Let $X, Y$ and $Y_k (k = 1, \ldots, M - 1)$ be, respectively, a
The iterative BMA is suitable for single-chip integration of an image sensor and a video encoder. Though the iterative BMA requires high-speed image data for the motion estimation, the single chip solution relaxes the high-speed data transfer from the sensor to the motion estimation hardware by means of parallel multi-bit bus.

It is very important to obtain both the high image quality video-rate pictures and accurate motion vectors. The proposed non-destructive image sensing technique meets these requirements.

Fig. 2(a) shows an image sensor with a typical 3-transistor type active pixel sensor (APS) array. Under a constant illumination, signal charge accumulation in the photodiodes causes a gradual voltage decrease of the floating diffusion (FD) node of the sensor as shown in Fig. 2(b). The vertical scanner chooses one of horizontal line of pixels by activating the SELX signal and turning on the transistor M3. The signal voltage at the FD node is read out through a transistor M2, and then the FD node of the photodiode is reset by turning on the reset switch transistor M1 using the pulse signal R. Column correlated double sampling (CDS) circuits perform the subtraction of signal level from reset level to cancel fixed pattern noise of active pixel circuits. Thus the signal voltage \( V_S \) is given by

\[
V_S = \frac{I_{photo} \times T}{C_{FD}}
\]

where \( I_{photo} \), \( T \) and \( C_{FD} \) are the photo current induced by the incident light input, the accumulation time and the stray capacitance at the FD node, respectively. The accumulation time is usually the frame period.

The change of floating node voltage \( (V_{FD}) \) of a pixel in high-speed image sensing is shown in Fig. 3. The signal voltage swing of the FD node decreases due to shorter accumulation time in high-speed imaging. The accumulated signal is destructed for every signal readout, and the small signal level degrades the SNR.

Fig. 4(a) shows the change of \( V_{FD} \) of a pixel in high-speed non-destructive image sensing (6). In this case the signal charge is accumulated during video-rate period while capturing intermediate high-speed pictures. The accumulated signal is not destructed in high-speed intermediate pictures readout. The accumulated signal is destructed in video-rate pictures readout only. The
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Fig. 2. Image sensor with 3-transistor active pixel sensor array.

Fig. 3. High-speed image sensing.

Fig. 4. Principle of a high-speed non-destructive image sensing.

Fig. 5. Circuit configuration of a bidirectional multiple charge transfer active pixel image sensor.

4. Bidirectional Multiple Charge Transfer Active Pixel Image Sensor

4.1 Circuit Configuration

The proposed bidirectional multiple charge transfer active pixel image sensor has the ability to cancel FPN for both intermediate high-speed pictures and video-rate pictures.

4.2 Non-destructive Readout Mode Operation

The operation of the sensor in a non-destructive mode has a higher signal intensity of video-rate pictures compared to a usual high-speed image sensing with destructive readout mode. Fig. 4(b) shows the output signal level of a pixel in a high-speed imaging with a non-destructive readout mode.

However, in the case of a 3-transistor type APS shown in Fig. 2(a), the sensor does not have an ability to cancel the fixed pattern noise (FPN) for intermediate high-speed pictures, because reset voltages for intermediate high-speed pictures are not available. This problem can not be solved also by using a conventional APS with a photodiode and a transfer gate transistor or a conventional APS with a photogate and a transfer gate transistor. The FPN in intermediate high-speed pictures degrades the accuracy of motion vector estimation.

The proposed bidirectional multiple charge transfer active pixel image sensor has the ability to cancel FPN for both intermediate high-speed pictures and video-rate pictures.
destructive readout mode is illustrated in Fig. 6. During signal accumulation period, both gates of photogate transistor (PG) and M2 (G) are set to $V_{DD}$. The gate of the transfer gate transistor (TX) is set to a middle voltage between $V_{DD}$ and zero voltage during signal accumulation and readout operation. The gate of the reset transistor (R) is set to zero (Fig. 6(a)).

To read out the signal in a non-destructive mode, the reset level of M2 is read out first when a pixel is selected. After that, the signal charge accumulated in M1 is forward transferred to M2 by setting the voltage of PG to zero (Fig. 6(b)). Then the signal level of M2 is read out. After the signal is read out, the signal charge is backward transferred to M1 by setting the voltage of G to zero (Fig. 6(c)). Thus the signal charge accumulation in M1 is continued to avoid SNR degradation. Furthermore, the CDS (correlated double sampling) operation allows us to cancel FPN for non-destructive mode signal.

4.3 Destructive Readout Mode Operation

After the signal of the video-rate picture is read out, the pixel is reset to initialize the FD node voltage for the signal accumulation of the next series of intermediate high-speed pictures. Fig. 7 shows pixel reset operation. First, the potential of photogate transistors M1 and M2 are set to $V_{RES}$ by increasing gate voltages of the reset transistor (R) and the transfer gate transistor (TX) to $V_{DD}$. After that, TX is set to the medium voltage and R is set to the same level as TX. Next, the offset charge of M1 is transferred to M2 by setting PG to zero. Finally, TX is set to zero and the offset charge of M2 is transferred to $V_{RES}$ node. In this way, the offset charges in M1 and M2 are transferred to $V_{RES}$ node. This operation is not only effective to cancel the FPN, but also to reduce the $kT/C$ noise which is a major component of the sensor random noise.

5. Analysis and Simulation Results

The APS operation is verified using a circuit simulator. The simulation is conducted using 0.35 μm CMOS technology parameters. The equivalent APS circuit used in the simulation is shown in Fig. 8. Power supply voltage $V_{DD}$ is 3.3V. Fig. 9 shows timing diagram and voltage level of gate voltages of the pixel.

5.1 Conversion Gain

The sensor has a MOS capacitor in the FD node, to store signal charge tem-
Charge packet in M1 and M2.

Fig. 11 depicts the behavior of the transferred charge of the signal photo current. In general forward transfer, and M1 packet after a backward transfer. Since voltage conversion gain is inversely proportional to the capacitance of the FD node, the presence of M2 in the proposed APS may decrease the conversion gain. Therefore the size of M2 should be small enough to obtain high conversion gain. On the other hand the choice of smaller capacitance results in smaller signal saturation voltage.

Fig. 10 shows the circuit simulation result of the photo conversion characteristics of the video-rate picture signal output to the signal photo current. The size of the gate area of M1 is fixed to 9.3 \( \mu \text{m}^2 \) which corresponds to the capacitance of 35.0fF. The photo conversion characteristics are simulated for three gate area of M2 of 7.0, 4.6 and 2.7\( \mu \text{m}^2 \) whose equivalent capacitances are 26.4fF, 17.4fF and 10.2fF, respectively. For the capacitance of M2 is 10.2fF, the conversion gain of 15.7 \( \mu \)V/e\(^-\) and a sufficient saturation level can be achieved. This value is comparable or a little smaller than the conventional photogate APS\(^{(7),(8)}\).

5.2 Charge Transfer Efficiency

Signal charge is bidirectionally transferred between M1 and M2. Fig. 11 depicts the behavior of the transferred charge of the charge packet in M1 and M2. \( \eta_1 \) and \( \eta_2 \) are the charge transfer efficiency of forward transfer (M1 to M2) and backward transfer (M2 to M1), respectively. \( Q_f^{(i)} \) and \( Q_b^{(i)} \) denote amount of the charge in M2 packet after a forward transfer, and M1 packet after a backward transfer, respectively. In general \( Q_f^{(i)} \) and \( Q_b^{(i)} \) can be written as,

\[
Q_f^{(i)} = (1 - \eta_2)Q_f^{(i-1)} + \eta_1Q_b^{(i-1)} \quad \cdots \cdots (3)
\]

\[
Q_b^{(i)} = (1 - \eta_1)Q_b^{(i-1)} + \eta_2Q_f^{(i-1)} \quad \cdots \cdots (4)
\]

If \( \eta_1 = \eta_2 = \eta \), \( c = 1 - \eta \), and \( \eta \) is nearly equal to 1, then \( |e| \ll 1 \), and \( Q_f^{(i)} = (1 - e)Q \), \( Q_b^{(i)} = (e + (1 - e)^2)Q \cong (1 - e)Q \). We can easily prove

\[
Q_f^{(i)} = eQ_f^{(i-1)} + (1 - e)Q_b^{(i-1)}
\]

\[
\equiv (1 - e)Q = \eta Q \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (5)
\]

\[
Q_b^{(i)} = (1 - e)Q_b^{(i-1)} + eQ_f^{(i-1)}
\]

\[
\equiv (1 - e)Q = \eta Q. \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (6)
\]

Therefore it can be concluded that signal charge transfer efficiency of n times bidirectional charge transfer approximately equals to one time transfer, due to the effect of the untransferred charge.

Fig. 12 shows the plotted circuit simulation result of image sensor output in relation to intermediate frame number. The frame rate of intermediate high-speed pictures is assumed to be 16 times higher than that of video-rate pictures. The linear response to readout instances of intermediate pictures is confirmed for four photo current levels of 0.02pA, 0.1pA, 0.5pA and 2.5pA. For large photo current of 2.5pA, the output of the sensor decreases after reached the saturation level. This is due to overflow of signal charge from the photogate transistor to the transistor M2.

5.3 Correlated Double Sampling

The correlated double sampling circuits are important to suppress the fixed pattern noise of the sensor. Fig.13 shows the designed CDS circuits. The CDS circuits are common for one column of the sensor array. The CDS circuits are composed of capacitors and switch transistors only.
The image sensor output of the reset level of the even line is first sampled to the capacitor $C_1$ by turning on switches S and E. After that, by turning off switch S while switch E remains on, the signal level of APS of the even line is sampled and the difference of the signal level and the reset level of the APS is sampled to capacitor $C_2$. Charge stored in $C_2$ is then sampled and amplified by a readout amplifier. For image sensor output of the odd line, switch O and capacitor $C_3$ are used instead of switch E and capacitor $C_2$. The charge of capacitor $C_2$ is sampled while $C_3$ is used for the signal readout to the output, and vice versa. Hence the designed CDS circuits operate in an interleaved manner. This interleaving relaxes speed requirement of CDS circuits for high-speed imaging.

Fig. 14 shows a circuit simulation result of the signal voltage at FD node and the signal output voltage at CDS circuits output for readout instances of intermediate high-speed pictures. The photo current is 0.5 pA. The operation frequency of the CDS circuit is 10 MHz. From Fig. 14, the signal voltage at the FD node is accurately preserved at the CDS circuits output.

6. Experimental Results

The proposed image sensor chip with the size of 272 × 260 pixels is designed and fabricated using 0.35 μm CMOS technology. The pixel size is 9 × 9 μm², and its fill factor is about 16%. The chip operates with a 3.3 V supply, and captures 480 frame/s intermediate high-speed pictures and 30 frame/s fully accumulated pictures.

In the measurement, the analog output is digitized by 12-b A/D converters. In Fig. 15, the measured digital output of a pixel is plotted in relation to intermediate frame number, under four different illumination levels. For moderate illumination, the output responses linearly to the intermediate frame number. While for strong illumination, the output decreases after reaching the saturation level. The behavior agrees to simulation results described in section 5.

7. Conclusions

A bidirectional multiple charge transfer active pixel image sensor for focal plane motion vector estimation has been described. The proposed image sensor captures non-destructive intermediate high-speed pictures and destructive video-rate pictures with high image quality. The performances of the sensor were evaluated by circuit simulations. The experiment results confirm the proper operation of the sensor.

The practical implementation and the performance demonstration of motion vector estimation using the practical image sensor chip are left as a future subject.
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