Biomimicry Sound Source Localization with “Fishbone”

Human can localize a sound source even when it is on the median plane. The sense of elevation like this is called as monaural sound source localization. The cues are said to be generated by the reflection on the pinna as the elevation-dependent dips (zeros) of the spectral distribution. In human auditory system, they are detected by cochlea. In this paper, by using Fishbone sensor for direct frequency decomposition of the incident sound, we realize this principle as a novel sensor system which consists of 1) a logarithmic spiral reflector mimicking the human pinna, and 2) a Fishbone sensor mimicking human cochlea. We describe a theory for an optimal shape of a reflector (pinna). We show a design and fabrication of the overall system and experimental results using it.
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1. Introduction

How are the cues detected in human auditory system? An incident acoustic signal is guided through ear canal, converted into mechanical signal by ear drum, and transmitted to the cochlea where it is finally decomposed into spectral components and detected. It is well known that the most important features of the cochlea is the log-linearity of spectral decomposition. Therefore, we can naturally expect that the detecting strategy of the monaural sound source localization cues is so designed to match this log-linear structure.

On the cochlea, many researches have done to introduce the remarkable mechanisms into smart sensors. We have studied a “Fishbone” structure, which is a mechanical system equivalent to the basilar membrane in the cochlea. The most essential feature of the “Fishbone” is the log-linearity like the human cochlea. We have reported several applications of this structure; variable frequency characteristic acoustic sensor, AM-FM detection for the subband signal analysis, etc. In this paper, by emphasizing both the structural and algorithmic resemblance with the human auditory system, we realize a monaural sound localization sensor, which consists of 1) a logarithmic spiral reflector and 2) a Fishbone sensor, corresponding to the pinna and the cochlea, respectively. We describe a theory for an optimal shape of a reflector (pinna). We show a design and fabrication of the overall system and experimental results using it.

2. Theory

2.1 Zeros by the interference between the direct and reflected sound

Let \( s(t) \) be a direct sound. Assume that its power spectrum is sufficiently broad and doesn’t have any ze-
Fig. 1. A sound receiver system with a reflector. When a reflected path exists, the interference occurs.

ros over the frequency range. When only one reflected path exists, the reflected sound, \( s_r(t) \) is represented as

\[
s_r(t) = r \cdot s(t - \tau) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (1)
\]

where \( r \) is the amplitude ratio of the reflected sound to the direct one and \( \tau \) is the delay. The interference sound which arrives at the receiver, \( s_i(t) \), is obtained by

\[
s_i(t) = s(t) + s_r(t) = s(t) + r \cdot s(t - \tau) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (2)
\]

Its power spectrum is

\[
|S_i(f)|^2 = |S(f)|^2 \cdot H(f) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (3)
\]

where

\[
H(f) = |1 + re^{-j2\pi fr}|^2 \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (4)
\]

Eqs.(3) and (4) show the direction-dependent filtering effects of the interference. Fig. 2 shows the frequency characteristic of \( H(f) \). We can easily obtain the solutions of \( H(f) = 0 \) (complex zeros) as

\[
f = \pm \frac{2n - 1}{2\tau} \pm j \frac{1}{2\pi} \log r \quad (n = 1, 2, \ldots) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots (5)
\]

The closer \( r \) is to 1, the nearer the zeros are to the real axis, thus the deeper the dips of the frequency characteristics. Using positive and real components of eq.(5), we define zero frequencies as

\[
f_z^{(n)} = \frac{2n - 1}{2\tau} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (6)
\]

which coincide with the dip frequencies of \( H(f) \), and depend only on the time delay \( \tau \).

Since we assumed that the power spectrum of the original sound, \( |S(f)|^2 \), is non-zero everywhere, the zero frequencies of the interference sound coincide with the zero frequencies eq.(6) of the interference filter. Therefore, it is possible to find the sound source direction by detecting the zero frequencies according to one-to-one correspondence between the time delay \( \tau \) and the incident angle of the sound. When a frequency range of the sound receiver system is \([f_L, f_H]\), the condition that at least the \( n \)th zero falls in the range is represented as

\[
\frac{f_H}{f_L} < \frac{2n + 1}{2n - 1} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (7)
\]

\[
\text{Fig. 2. The frequency characteristic of the filter due to the interference. The abscissa and the ordinate are on log scales.}
\]

\[
\text{Fig. 3. An example of a frequency range of a system. When } f_H/f_L < 5/3, \text{ only the second zero falls in this range.}
\]

\[
\text{2.2 Relation between the shape of reflector and zeros} \quad \text{Let } r(\theta) \text{ be a distance of a reflector from a receiver on the origin (Fig. 4). We analyze sound paths as a 2-dimensional problem based on the geometrical acoustics approximation. The path difference between a direct sound and a reflected one, } D, \text{ is}
\]

\[
D(\phi) = \overline{OP} + \overline{PQ} = (1 + \cos 2\alpha) \cdot r(\theta P) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (8)
\]

where \( \phi \) is the incident angle of a sound wave, \( \alpha \) is the reflex angle on the reflector, and \( \theta P \) is the \( \theta \) coordinate of the reflex point, \( P \). From eq.(6) and eq.(8), the zero frequencies of the reflector are obtained by

\[
f_z^{(n)}(\phi) = \frac{(2n - 1) \cdot c}{2D(\phi)} = \frac{(2n - 1) \cdot c}{2(1 + \cos 2\alpha) \cdot r(\theta P)} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (9)
\]

where \( c \) is the velocity of sound waves. Note that \( \alpha \) and \( \theta P \) are functions of \( \phi \). Focusing on \( \Delta OPR \) gives the following relation among these angles.

\[
\phi + 2\alpha = \theta P \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (10)
\]

The reflex angle, \( \alpha \) is given by

\[
\alpha = \arctan \frac{d}{d\theta P} \log r(\theta P) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (11)
\]

(See Appendix A.)

\[
\text{2.3 Design of Optimal Reflector for Fishbone}
\]

Frequency decomposition of an input signal into sub-band signals is done in a log-periodic manner both by the Fishbone sensor and by the cochlea. Therefore, the zero frequencies are also detected in a log-linear scale as

\[
\Omega_z(\phi) = \log f_z^{(n)}(\phi) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (12)
\]

Firstly, in order to design the optimal reflector for the Fishbone, we discuss which function, \( \Omega_z(\phi) \) is optimum.
Let \([\phi_L, \phi_H]\) and \([f_L, f_H]\) be an incident angle range and a frequency range of a receiver system, respectively. The sensitivity of \(\Omega_z\) to \(\phi\) in the worst case is defined as

\[
J[\Omega_z(\phi)] = \min_{\phi} \left| \frac{d\Omega_z(\phi)}{d\phi} \right| (\phi_L \leq \phi \leq \phi_H). \tag{13}
\]

We choose \(J[\Omega_z]\) as a criterion for the uniform optimization over the range \([\phi_L, \phi_H]\). Then, an optimal function maximizing \(J[\Omega_z]\) is obtained by

\[
\Omega_z^{opt}(\phi) = -\frac{\log f_H - \log f_L}{\phi_H - \phi_L}(\phi - \phi_L) + \log f_H. \tag{14}
\]

(See Fig.5.) Though there is another optimal function, we consider only eq.(14) since the difference is only the sign of the slope.

Next, we find the reflector shape which generates such zeros as eq.(14). From eq.(8), eq.(10) and eq.(11), we can obtain a simple relation as

\[
\frac{d}{d\phi}\Omega_z(\phi) = -\frac{d}{d\theta}\log r(\theta). \tag{15}
\]

(See Appendix B.) Therefore, the following differential equation is derived from eq.(14).

\[
\frac{d}{d\theta} \log r(\theta) = \beta \tag{16}
\]

where

\[
\beta = \frac{\log f_H - \log f_L}{\phi_H - \phi_L}. \tag{17}
\]

Solving eq.(16), we obtain the unique solution

\[
r(\theta) = Ae^{\beta\theta} \tag{18}
\]

where \(A\) is an integral constant. For satisfying eq.(14),

\[
A = \frac{1 + \beta^2}{4} \left(2n - 1\right) \cdot c e^{-\beta(\phi_H + 2\arctan(\beta))}. \tag{19}
\]

This shape is generally called as the logarithmic spiral.

3. Experiments

3.1 System

The sensor unit is composed of three blocks: a logarithmic spiral reflector, an exponential horn, and a Fishbone sensor (Fig.6).

Fishbone sensor (Fig.7)

We have been studying a Fishbone acoustic sensor which is a mechanical system analogically equivalent to the basilar membrane of the cochlea\(^{(6)-(9)}\). The remarkable features of the Fishbone sensor are 1) highly efficient transduction from acoustic to mechanical vibrations due to using resonances, 2) easily realization of log-linear frequency decomposition like the human cochlea, and 3) its wide dynamic range.

The chip we used on experiments is IACT9921 made by Sumitomo Metal Industries (Fig.7). It has 25 resonator beams and its frequency range is from 3.5 to 7kHz. For transducing mechanical vibrations to electric signals, piezo-resistor regions are fabricated near the center of resonator beams. Supplying a DC bias voltage to these piezo-resistors, we can individually detect resonator vibrations as current signals. In this experiments, we use 14 resonator beams on higher frequency side and restrict the frequency range from 4.5 to 7kHz in which eq.(7) is satisfied when \(n = 2\).

Exponential horn (Fig.9)
Fig. 7. A picture of Fishbone sensor-chip named 1ACT9911 made by Sumitomo Metal Industries. 1ACT9921 we used on experiments is the same type chip as this and the frequency range is higher.

In order to guide the direct sound and the reflected sound to the Fishbone, we use an exponential horn. Fig. 8 shows the shape of the horn we designed. Acoustically, its work is a high-pass filter and the cut-off frequency is determined by $m$. We choose the cut-off frequency 2.2kHz for passing signals in the measurement range.

$\begin{align*}
    x & = r_0 e^m \\
    L & = 51 \text{[mm]} \\
    m & = -0.08 \text{[mm$^{-1}$]}
\end{align*}$

Fig. 8. The exponential horn we designed. $r_0$ is 11[mm], $L$ is 51[mm] and $m$ is $-0.08[\text{mm}^{-1}]$.

Fig. 9. A picture of the exponential horn and the amplifier circuit.

**Logarithmic spiral reflector** (Fig. 11)

The shape of the logarithmic spiral reflector is determined by $A$ and $\beta$ in eq.(18). We chose the parameters such that the incident angle range is from 30 to 150 degree, the frequency range is from 4.8 to 6.9 kHz, and the second zero is used. Substituting these values to eq.(17) and eq.(19), $A = 33[\text{mm}], \beta = 0.17$ are obtained. By preliminary experiments, however, the measured zero frequencies of the logarithmic spiral reflector were found to be a little larger than the theoretical values. The reason is considered that the sounds reflected from other points by the diffraction effect are not ignorable because the dimension of the reflector is not enough larger than the wavelength of input sounds. Experimentally, the ratio of the measured one to theoretical one was about 1.2 for any incident angles. Taking it into consideration, we enlarged $A$ to 39[mm]. The height of the reflector is 55[mm]. Our reflector is formed by cutting wood and covering its reflectance surface with a thin Al plate. We estimate the fabrication error within 2[mm] and its effect to the zero frequency is less than 5%.

Fig. 10. The shape of the logarithmic spiral we designed for the reflector.

Fig. 11. A picture of the whole sensor unit.

### 3.2 Method

In our system, the Fishbone sensor immediately produces subband signals. We took squared average of them over 250[ms] interval. The outputs are the power spectrum $|S(f_n)|^2$, where $f_n$ is the center frequency of $n$th channel. After that, with using the logarithmic differential decomposition to detect the complex zero, we decide the zero frequency. (See Appendix C.)

In experiment 1, we measure the zero frequency to the incident angle with using a white noise which is band-limited from 3 to 9 kHz. For decision of the zero frequency, the mean of 100 times measurement is used for each angle.

In experiment 2, we find the sound source direction from the measured zero frequencies with using the table obtained by experiment 1. The signal is the same as one used in experiment 1 and its incident angle is changed from 15 to 160 by 5 degree. We measure 80 times for
3.3 Results  
Fig. 12 shows outputs of the Fishbone sensor chip to several incident angles of the sound on a gray scale. They are normalized by the outputs when no reflector is attached to this sensor unit. The brightest cell and the darkest cell represent 8.7[dB] and -6.2[dB], respectively. The smaller number of channel on abscissa represents the lower frequency channel. There are a stream of darker cells on the diagonal. This means that the zero moves correspondingly to the incident angle of the sound.

The zero frequencies, \( f_z^{(2)} \), measured by the Fishbone sensor to incident angles, \( \phi \) is shown in Fig. 13 (circle marks (◦)). For comparison, measurement results by an electro-static microphone at the center point of the reflector (without the horn) are also shown (plus marks (+)). For \( \phi < 70^\circ \), these results are a little different. The reason is that the frequency characteristics of 13, 14ch of the Fishbone sensor chip we used are lower than designed ones. Except for this difference, those zero frequencies are almost coincident and log-linear to incident angles.

Fig. 14 shows the result of the experiment 2. The ordinate is the real source direction and the abscissa is the measured one. Error bars represent the minimum and the maximum among 80 times measurement. In the range from 50 to 160 degree, this sensor can localize the sound source direction with less than 11 degree errors.

4. Conclusion  
In this paper, we mimicked the human auditory system by replacing 1) the pinna and 2) the cochlea in the auditory system by 1) the optimal reflector and 2) the Fishbone sensor. By them, we realized a monaural sound source localization sensor according to the principle that the reflector generates zeros with a source-directional dependence on the frequency domain, and then the Fishbone sensor performs the direct frequency decomposition on a log scale in the same way as the cochlea to finds the zeros. Theoretically, we showed that the optimal shape of the reflector for the log-linear frequency decomposition is the logarithmic spiral. Experimentally, with using a band-limited white noise, we showed that our sensor can localize the sound source direction with less than 11 degree when the incident angle of the sound is from 60 to 150 degree.

Appendix  
A. Derivation of reflectance angle

In Fig. 1, let \( \bar{r}(\theta_P) \), \( \bar{d}(\theta_P) \) and \( \bar{n}(\theta_P) \) be the radius, tangent and normal vector on the reflex point, \( P \). Since \( \bar{d}(\theta_P) \) is the differential of \( \bar{r}(\theta_P) \) by \( \theta_P \) and \( \bar{n}(\theta_P) \) is given by the rotation of \( \bar{d}(\theta_P) \) by \( -\frac{\pi}{2} \), they are represented as

\[
\bar{r}(\theta_P) = \begin{pmatrix} r(\theta_P) \cos \theta_P \\ r(\theta_P) \sin \theta_P \end{pmatrix} \quad (A1)
\]

\[
\bar{d}(\theta_P) = \begin{pmatrix} r(\theta_P)' \cos \theta_P - r(\theta_P) \sin \theta_P \\ r(\theta_P)' \sin \theta_P + r(\theta_P) \cos \theta_P \end{pmatrix} \cdot (A2)
\]

\[
\bar{n}(\theta_P) = \begin{pmatrix} r(\theta_P)' \sin \theta_P + r(\theta_P) \cos \theta_P \\ -r(\theta_P)' \cos \theta_P + r(\theta_P) \sin \theta_P \end{pmatrix} \quad (A3)
\]
Therefore, we obtain
\[
\alpha = \arctan \left( \frac{r(\theta_P)'}{r(\theta_P)} \right) = \arctan \frac{d}{d\theta_P} \log r(\theta_P).
\] (A5)

**B. Derivation of Logarithmic Spiral**

From eq.(9) and eq.(11) we can derive
\[
\frac{d}{d\theta_P} \log f_z^{(n)}(\phi) = -\frac{d\alpha}{d\theta_P} \cdot \frac{d}{d\theta_P} \log r(\theta_P)
\]
\[
= -\frac{d\alpha}{d\theta_P} \cdot \frac{d}{d\theta_P} \log r(\theta_P)
\]
\[
= \left( \frac{2}{r(\theta_P)} - 1 \right) \frac{d}{d\theta_P} \log r(\theta_P).
\] (A6)

From eq.(10),
\[
\frac{d\theta_P}{d\phi} = \left( \frac{d\phi}{d\theta_P} \right)^{-1} = \left( 1 - \frac{d\alpha}{d\theta_P} \right)^{-1}.
\] (A7)

Therefore,
\[
\frac{d}{d\phi} \log f_z^{(n)}(\phi) = \frac{d\theta_P}{d\phi} \frac{d}{d\theta_P} \log f_z^{(n)}(\phi)
\]
\[
= -\frac{d}{d\theta_P} \log r(\theta_P).
\] (A8)

**C. Detecting Complex Zeros by Logarithmic Differential Decomposition**

Taking the logarithm of eq.(3) and differentiating it by \( f \), we obtain
\[
2 \frac{d}{d\phi} \frac{|S(f)|}{|S(f)|} = 2 \frac{d}{d\phi} \frac{|S(f)|}{H(f)} + \frac{d}{d\phi} H(f).
\] (A9)

In this representation, the spectrum of the original sound (the first term) and the filter due to the interference (the second term) are separated additively. Moreover, zeros of \( H(f) \) change to poles in eq.(A9) and their features are emphasized. Therefore, complex zeros can be easily detected by using matched filtering method for eq.(A9) \(^{(10)}\).
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