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The problem of robust tracking and model following is considered for a class of linear dynamical systems
with multiple delayed state perturbations, time–varying uncertain parameters, and disturbance. A class of
continuous memoryless state feedback controllers is proposed for robust tracking of dynamical signals. The
proposed robust tracking controllers can guarantee that the tracking error decreases asymptotically to zero
in the presence of multiple delayed state perturbations, time–varying uncertain parameters, and disturbance.
A procedure for designing such a class of zero–error tracking state feedback controllers is also introduced.
Finally, a numerical example is given to demonstrate the validity of the results.
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1. Introduction

The robust tracking and model following problem for
dynamical systems with significant uncertainties has
been widely investigated over the last decades. Some
approaches to tracking dynamical signals in such un-
certain dynamical systems have been developed (see,
e.g. Refs. (1)～(3) and the references therein). In Ref.
(1), for example, a nonlinear state feedback controller
is proposed for robust tracking of dynamical signals.
In Ref. (2), a class of uncertain linear dynamical sys-
tems are considered, and a class of linear state feedback
controllers are given for robust tracking of dynamical
signals. In Ref. (3), the problem of robust model fol-
lowing control is considered for a class of dynamical
systems which contain uncertain nonlinear terms and
bounded unknown disturbances, and a method of de-
signing state feedback controllers is developed for ro-
bust tracking of dynamical signals. However, these
robust state feedback tracking controllers do not pro-
duce asymptotic tracking; instead, the so–called prac-
tical tracking is achieved. That is, by employing the
robust state feedback tracking controllers proposed in
Refs. (1)～(3), one cannot guarantee that the tracking
error decreases asymptotically to zero.

On the other hand, except for significant uncertain-
ties, a constant or time–varying delay is often encoun-
tered in various engineering systems to be controlled,
such as chemical processes, hydraulic, and rolling mill
systems, economic systems, and the existence of the de-
lay is frequently a source of instability. Therefore, the
problem of robust stabilization of uncertain dynamical
systems with time delay has received considerable atten-

tion of many researchers, and many solution approaches
have been developed (see, e.g. Refs. (4)～(10)).
Particularly, in recent papers (see Ref. (11) and Ref.

(12)), the problem of robust tracking and model follow-
ing for uncertain time–delay systems is considered. In
Ref. (11), a nonlinear switching controller is proposed to
guarantee that the outputs of the controlled uncertain
time–delay system track the outputs of the non–delay
reference model. However, the switching controller is
discontinuous, and such a discontinuous controller can-
not be directly implemented. To avoid this, in Ref. (11)
a continuous (nonlinear) controller proposed in Ref. (13)
to take the place of the switching controller in the prac-
tical implementation for the control. Thus, one cannot
practically guarantee that the tracking error decreases
asymptotically to zero. In Ref. (12), a continuous ro-
bust tracking controller is proposed, and this controller
can only guarantee the ultimate boundedness of track-
ing error.
In this paper, similar to Refs. (11) (12), we also con-

sider the problem of robust tracking and model follow-
ing for a class of linear dynamical systems with multiple
delayed state perturbations, time–varying uncertain pa-
rameters, and disturbance. We propose another class of
continuous memoryless state feedback controllers for ro-
bust tracking of dynamical signals. By using our robust
tracking controller, we can guarantee that the tracking
error decreases asymptotically to zero. That is, we can
make it is possible that the outputs of the controlled
uncertain time–delay system track exactly the outputs
of the reference model without time–delay.

The paper is organized as follows. In Section 2, the
model following problem to be tackled is stated and
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some standard assumptions are introduced. In Section
3, a class of continuous (nonlinear) state feedback con-
troller is proposed for guaranteeing zero–error tracking
error, and an algorithm to form such a controller is pre-
sented. In Section 4, a numerical example is given to
illustrate the use of our results. The paper is concluded
in Section 5 with a brief discussion of the results.

2. Problem Formulation and Assumptions

We consider a class of uncertain linear dynamical
systems with multiple delayed state perturbations de-
scribed by the following differential–difference equa-
tions:

dx(t)
dt

=
[
A+∆A(υ, t)

]
x(t)

+
r∑

j=1

∆Ej(ζ, t)x(t− hj(t))

+
[
B +∆B(ν, t)

]
u(t)

+w(q, t) · · · · · · · · · · · · · · · · · · · · · · · · · (1a)

y(t) = Cx(t) · · · · · · · · · · · · · · · · · · · · · · · · · · · · (1b)
where x(t) ∈ Rn is the current value of the state,
u(t) ∈ Rm is the control function, y(t) ∈ Rp is the
output vector which is to track the reference output
ym(t), w(q, t) ∈ Rn is the external disturbance vector,
(υ, ζ, ν, q) ∈ Ψ is the uncertain vector, Ψ ⊂ RL is
a compact set, A, B, C are constant matrices of ap-
propriate dimensions, and the matrices ∆A(·), ∆B(·),
∆Ej(·), j = 1, 2, . . . , r, represent the system uncer-
tainties and are assumed to be continuous in all their
arguments. In addition, for each j ∈ {1, 2, . . . , r}, the
time delay hj(t) is any bounded, and continuous func-
tion, i.e. 0 ≤ hj(t) ≤ h̄j where h̄j is any nonnegative
constant.

The initial condition for system (1) is given by

x(t) = ϕ(t), t ∈ [t0 − h̄, t0] · · · · · · · · · · · · · · (2)
where

h̄ = max
j

{ h̄j , j = 1, 2, . . . , r }

and ϕ(t) is a continuous function on [t0 − h̄, t0].

In this paper, the reference output ym(t) is assumed
to be the output of the reference model described by
the differential equations of the form

dxm(t)
dt

= Amxm(t) · · · · · · · · · · · · · · · · · · · · · · · (3a)

ym(t) = Cmxm(t) · · · · · · · · · · · · · · · · · · · · · · · (3b)
where xm(t) ∈ Rnm is the state vector of the refer-
ence model, and ym(t) has the same dimension as y(t).

Furthermore, we require that the model state must be
bounded, i.e., there exists a finite positive constant M
such that for all t ≥ t0,∥∥∥xm(t)

∥∥∥ ≤ M · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (4)

As pointed out in Ref. (2), not all models of the form
given in (3) can be tracked by a system given in (1) with
a feedback controller. Similar to Refs. (2) (11) (12), in
this paper, the requirement for the developed controller
to track the model described by (3) is the existence of
the matrices G ∈ Rn×nm and H ∈ Rm×nm such that
the following matrix algebraic equation holds.[

A B

C 0

] [
G

H

]
=

[
GAm

Cm

]
· · · · · · · · · · · · (5)

If a solution cannot be found to satisfy this algebraic
matrix equation, a different model or output matrix C

must be chosen. In particular, the approach to find-
ing the solution to (5) is also discussed in detail in
Refs. (2) (11).

Provided that all states are available, the state feed-
back controller can be represented by a function:

u(t) = p(x(t), t) · · · · · · · · · · · · · · · · · · · · · · · · · · · (6)
Now, the problem is to find a state feedback controller

such that it is possible for the system output y(t) to fol-
low the reference model output ym(t) in the presence of
the uncertain ∆A(·), ∆B(·), ∆Ej(·), j = 1, 2, . . . , r,
and the external disturbance w(·).

Remark 2.1. For such the model following prob-
lem of uncertain linear systems without delayed state
perturbations, a class of robust linear feedback track-
ing controllers are presented in Ref. (2). In particular,
as stated in Section 1, for the model following prob-
lem of uncertain linear systems with single delayed state
perturbation, some memoryless state feedback tracking
controllers are also proposed in recent control literature
(see, e.g. Refs. (11) and (12)). It should be pointed out
that the controllers proposed in Refs. (11) and (12) can
only guarantee the ultimate boundedness of tracking
error. That is, by employing their tracking controllers
there exists always a tracking error in the model follow-
ing control problem. In this paper, in order to obtain a
more exact control result, we will propose another class
of robust feedback tracking controllers. We will also
show that the proposed tracking controller can guaran-
tee that tracking error decreases asymptotically to zero
in the presence of multiple delayed state perturbations,
time–varying uncertain parameters and disturbance.

Before proposing our tracking controllers, similar to
Refs. (2) (11) (12), we introduce for (1) the following
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standard assumptions.

Assumption 2.1. The pair {A, B} given in (1) is
completely controllable.

Assumption 2.2. For all (υ, ζ, ν, q) ∈ Ψ , there
exist some continuous and bounded matrix functions
N(·), Dj(·), E(·), w̃(·) of appropriate dimensions such
that

∆A(υ, t) = BN(υ, t)

∆Ej(ζ, t) = BDj(ζ, t)

∆B(ν, t) = BE(ν, t)

w(q, t) = Bw̃(q, t)

where j ∈ {1, 2, . . . , r}.
Remark 2.2. It is obvious that Assumption 2.2

defines the matching condition about the uncertain-
ties and disturbance, and is a rather standard as-
sumption for robust control problem (see, e.g. Refs.
(1) (2) (8) (11) (12), and the references therein). For a
dynamical system with matched uncertainties, one can
always design some types of state (or output) feedback
controllers such that the stability of the system can be
guaranteed. This assertion is not valid, however, for
dynamical systems with unmatched uncertainties. For
such uncertain systems, one must find some conditions
such that some types of stability can be guaranteed (see,
e.g. Refs. (14)～(17)). Here, we should point out that,
similar to Refs. (2) (15) (16), the method for designing
a zero–error tracking controller may be extended to un-
certain time–delay systems with mismatched uncertain-
ties. In this case, a sufficient condition for robust track-
ing of the systems should be derived.

For convenience, we now introduce the following no-
tations which represent the bounds of the uncertainties.

ρυ(t) := max
υ

‖N(υ, t)‖
ρj(t) := max

ζ
‖Dj(ζ, t)‖

ρq(t) := max
q

‖w̃(q, t)‖

µ(t) := min
ν

[
1
2
λmin

(
E(ν, t) + E�(ν, t)

)]

σ :=
√
λmax(P )/λmin(P )

where j ∈ {1, 2, . . . , r}, ‖ · ‖ is the spectral norm of a
matrix, and λmin(·) and λmax(·) denote the minimum
and maximum eigenvalues of the matrix, respectively.
Here, the functions ρυ(t), ρj(t), ρq(t), µ(t) are assumed
without loss of generality to be uniformly continuous
with respect to time.

By employing the notations given above, we intro-
duce for uncertain time–delay system (1) the following

assumption (2) (11) (12).

Assumption 2.3. For every t ≥ t0, µ(t) > −1.
On the other hand, it follows from Assumption 2.1

that for any given symmetric positive definite matrix
Q ∈ Rn×n, there exists an unique symmetric positive
definite matrix P ∈ Rn×n as the solution of the alge-
braic Riccati equation of the form

A�P + PA− ηPBB�P = −Q · · · · · · · · · · · · (7)
where η is any given positive constant.

In the rest of this section, we introduce for time–delay
system the following lemma (see, e.g. Theorem 4.3 of
[Ref. (18), Chapter 5]) which will be used in the subse-
quent sections.

Lemma 2.1. (4) (18) Consider the retarded functional
differential equation

dx(t)
dt

= f(t, xt) · · · · · · · · · · · · · · · · · · · · · · · · · · (8)

with the initial condition

x(t) = ψ(t), t ∈ [t0 − h̄, t0]

Suppose that the functions γ
i
(·), i = 1, 2, 3, are

of K–class. If there is a continuous function V (·) :
[t0 − h̄, ∞)×Rn → R+ such that
i) for any t ∈ [t0 − h̄, ∞) and x ∈ Rn,

γ1(‖x‖) ≤ V (t, x) ≤ γ2(‖x‖)
ii) there is a continuous non–decreasing function

p(s) > s for s > 0, such that

dV (t, x)
dt

≤ −γ3(‖x‖)

if for any ξ ∈ [t− h̄, t] and t ≥ t0,

V (ξ, x(ξ)) < p[V (t, x(t)],

then the solutions of functional differential equation (8)
are uniformly asymptotically stable.

3. Robust Tracking controllers

In this section, we propose a class of memoryless state
feedback controllers which can guarantee that the out-
put y(t) of uncertain time–delay system (1) follows the
output ym(t) of reference model (2) and that tracking
error decreases asymptotically to zero. For this, let the
tracking error be defined as

e(t) = y(t)− ym(t) · · · · · · · · · · · · · · · · · · · · · · · · (9)
then the state feedback tracking control law can be con-
structed for system (1) as
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u(t) = Hxm(t) + p̃(t) · · · · · · · · · · · · · · · · · · · · (10)
where H ∈ Rm×nm is assumed to satisfy matrix alge-
braic equation (5) and p̃(t) is an auxiliary control func-
tion which will be given later.

Here, we define a new auxiliary state vector z(t) as
follows.

z(t) = x(t)−Gxm(t) · · · · · · · · · · · · · · · · · · · · · (11)
where G ∈ Rn×nm is assumed to satisfy matrix alge-
braic equation (5).

From (5) and (11) we can obtain

e(t) = Cz(t) · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (12)
Then, from (12) we have∥∥e(t)∥∥ ≤ ∥∥C∥∥∥∥z(t)∥∥
Since

∥∥C∥∥ ≤ ∞, it follows that∥∥z(t)∥∥ → 0 implies
∥∥e(t)∥∥ → 0

So it is sufficient to consider the stability of
∥∥z(t)∥∥.

Applying (10) to (1) yields the auxiliary systems de-
scribed by

dz(t)
dt

=
[
A+∆A(υ, t)

]
z(t)

+
r∑

j=1

∆Ej(ζ, t)z(t− hj(t))

+
[
B +∆B(ν, t)

]
p̃(t)

+g(υ, ζ, ν, q, xm) · · · · · · · · · · · · · · · · · (13)
where

g(υ, ζ, ν, q, xm) :=
[
∆A(υ, t)G+∆B(ν, t)H

]
xm(t)

+
r∑

j=1

∆Ej(ζ, t)Gxm(t−hj(t))+w(q, t) · · · · (14)

Then, by making use of the matching condition (see
Assumption 2.2), (14) can be reduced to

g(υ, ζ, ν, q, xm) = BF (υ, ζ, ν, q, xm) · · · · · · · (15)
where

F (υ, ζ, ν, q, xm) :=
[
N(υ, t)G+E(ν, t)H

]
xm(t)

+
r∑

j=1

Dj(ζ, t)Gxm(t−hj(t)) + w̃(q, t) · · · · (16)

Furthermore, we introduce for (16) the following no-
tation.

ρ(t) := max
{∥∥F (υ, ζ, ν, q, xm)

∥∥ :

(υ, ζ, ν, q) ∈ Ψ,
∥∥xm(t)

∥∥ ≤ M, t ∈ R
}

· · · · · (17)

Here, function ρ(t) is still assumed to be uniformly con-
tinuous with respect to time.

Now, we give the auxiliary control function p(t) as
follows.

p̃(t) = p̃1(z(t), t) + p̃2(z(t), t) · · · · · · · · · · · · (18a)

where

p̃1(z(t), t) = − 1
2
k1(t)B�Pz(t) · · · · · · · · · · (18b)

p̃2(z(t), t) = − k2(t)B�Pz(t)∥∥B�Pz(t)
∥∥ ρ(t) + ε‖z(t)‖2

· · · · · · · · · · · · · · · · · · · · · · · · · · · · (18c)

and where the control gain functions k1(t) and k2(t) are
given by

k1(t) =
η + δ2ρ2

υ(t) +
∑r

j=1 δ
2
j ρ

2
j(t)

1 + µ(t)
· · · · · · (18d)

k2(t) =
ρ2(t)

1 + µ(t)
· · · · · · · · · · · · · · · · · · · · · · · · · (18e)

where ε, δ, δj , j = 1, 2, . . . , r, are positive constants,
and δ, δj , j = 1, 2, . . . , r, are selected such that the
following conditions are satisfied.

1
δ2

+
r∑

j=1

σ2

δ2
j

< λmin(Q)− 2ε · · · · · · · · · · · (18f)

Here, ε has been chosen such that 0 < 2ε < λmin(Q).

Remark 3.1. The memoryless state feedback con-
troller described in (18) consists of two parts, p̃1(·) and
p̃2(·). Here, p̃1(·) is linear in the state, and p̃2(·) is con-
tinuous (nonlinear) controller which is employed to com-
pensate for the uncertain F (·) including external dis-
turbance to produce an asymptotic stability results for
tracking error e(t) between uncertain time–delay system
(1) and the reference model without time–delay.

Remark 3.2. In Assumption 2.2, it is assumed that
the matrix functions N(·), Dj(·), E(·), w̃(·) are contin-
uous in all their arguments. In addition, their bounds
ρυ(t), ρj(t), ρq(t), µ(t), as well as ρ(t) are also assumed
to be uniformly continuous with respect to time. Thus,
it is obvious that the nonlinear auxiliary control func-
tion p̃2(z(t), t) described by (18c) is uniformly contin-
uous in with respect to time. Moreover, by noting that
for any (z, t) ∈ Rn ×R+,∥∥B�Pz(t)

∥∥ ρ(t) ≤ ∥∥B�Pz(t)
∥∥ ρ(t) + ε‖z(t)‖2

we can obtain from (18c) that for any (z, t) ∈ Rn×R+,

‖p̃2(z(t), t)‖ ≤ ρ(t)
1 + µ(t)

電学論 C，121巻 7号，平成 13年 1271



which shows the boundedness of the nonlinear auxiliary
control function p̃2(z, t). Therefore, it can be concluded
that the auxiliary control function described by (18) is
uniformly continuous with respect to time, and and uni-
formly bounded with respect to z.

Remark 3.3. It is worth pointing out that at the
origin z = 0 , both numerator and denominator of the
control described by (18c) vanish. This implies that the
existence of the solutions to the closed–loop auxiliary
system given by (13 and (18) may not be guaranteed
at the origin z = 0 in the usual sense. However, by
employing the method similar to the one presented in
Ref. (19), we can easily prove that the right–hand side
of the closed–loop system given by (13) and (18) is up-
per semicontinuous on (z, t) ∈ Rn × R+ . Therefore,
as a generalized dynamical system (GDS), the existence
of the solutions to the closed–loop system can be well
guaranteed. This implies that the limit of control (18c)
as z approaches 0 exists.

Thus, we can obtain the following theorem which
shows that by employing the auxiliary controller de-
scribed in (18), one can guarantee the uniform asymp-
totic stability of the auxiliary systems, described by
(13), in the presence of the uncertain parameters and
multiple delayed state perturbations.

Theorem 3.1. Consider the auxiliary systems, de-
scribed in (13). Suppose that Assumptions 2.1 to 2.3
are satisfied. Then, by employing the auxiliary state
feedback controllers given in (18), one can guarantee
the uniform asymptotic stability of the auxiliary sys-
tem.

Proof : Applying the controller given in (18) to (13)
yields the following closed–loop auxiliary systems.

dz(t)
dt

=
[
A− 1

2
k1(t)BB�P

]
z(t)

+∆B(ν, t)p̃1(z(t), t) + ∆A(υ, t)z(t)

+
r∑

j=1

∆Ej(ζ, t)z(t− hj(t))

+
[
B +∆B(ν, t)

]
p̃2(z(t), t)

+g(r, s, q, xm) · · · · · · · · · · · · · · · · · · · · (19)
For a nominal system (i.e. the system in the absence

of the uncertain parameters and delayed state perturba-
tions) of auxiliary system (19), we first define a positive
definite function of the form

V (z(t), t) = z�(t)Pz(t), · · · · · · · · · · · · · · · · · · (20)
where P ∈ Rn×n is the solution of algebraic Riccati

equation (7).

Let z(t) be the solution of the closed–loop auxiliary
systems described by (19) for t ≥ t0; and let the Lya-
punov function, described by (20), of the nominal sys-
tem be a candidate of the Lyapunov function of systems
(19). Then, we can obtain that for any t ≥ t0,

dV (zt, t)
dt

= z�(t)
[
A�P+PA−k1(t)PBB�P

]
z(t)

+2z�(t)P∆A(υ, t)z(t)

+2z�(t)P∆B(ν, t)p̃1(z(t), t)

+2z�(t)P
r∑

j=1

∆Ej(ζ, t)z(t− hj(t))

+2z�(t)P
[
B +∆B(ν, t)

]
p̃2(z(t), t)

+2z�(t)Pg(υ, ζ, ν, q, xm) · · · · · · (21)

In the light of (13) and Assumption 2.2, (21) can be
rewritten as follows.

dV (zt, t)
dt

= z�(t)
[
A�P+PA−k1(t)PBB�P

]
z(t)

−k1(t)z�(t)PB

[
1
2

(
E + E�)]

B�Pz(t)

+2z�(t)PBN(υ, t)z(t)

+2z�(t)PB

r∑
j=1

Dj(ζ, t)z(t− hj(t))

+2z�(t)PB
[
I + E(ν, t)

]
p̃2(z(t), t)

+2z�(t)PBF (υ, ζ, ν, q, xm)

≤ z�(t)
[
A�P+PA−k1(t)PBB�P

]
z(t)

−k1(t)µ(t)z�(t)PBB�Pz(t)

+2
∥∥B�Pz(t)

∥∥ ‖N(υ, t)‖ ‖z(t)‖

+2
∥∥B�Pz(t)

∥∥ r∑
j=1

‖Dj(ζ, t)‖ ‖z(t− hj(t))‖

− 2k2(t)
(
1 + µ(t)

)
z�(t)PBB�Pz(t)∥∥B�Pz(t)

∥∥ ρ(t) + ε‖z(t)‖2

+2
∥∥B�Pz(t)

∥∥ ‖F (υ, ζ, ν, q, xm)‖

≤ −z�(t)Qz(t)

−
(
δ2ρ2

υ(t) +
r∑

j=1

δ2
jρ

2
j (t)

)∥∥B�Pz(t)
∥∥2

+2ρυ(t)
∥∥B�Pz(t)

∥∥ ‖z(t)‖
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+2
r∑

j=1

ρj(t)
∥∥B�Pz(t)

∥∥ ‖z(t− hj(t))‖

− 2ρ2(t)
∥∥B�Pz(t)

∥∥2∥∥B�Pz(t)
∥∥ ρ(t) + ε‖z(t)‖2

+2ρ(t)
∥∥B�Pz(t)

∥∥ · · · · · · · · · · · · · · · · · · · · · (22)

where Q ∈ Rn×n is given positive definite matrix.

Following the Razumikhin–type theorem (see, e.g.
Lemma 2.1), we assume that for any positive number
q̄ > 1, the following inequality holds.

V (z(ξ), ξ) < q̄2V (z(t), t), ξ ∈ [t− h̄, t]

Then, it follows from (20) and the property of the ma-
trix P that

‖z(ξ)‖ < q̄σ‖z(t)‖, ξ ∈ [t− h̄, t] · · · · · · · (23)

By substituting (23) into (22) we can obtain that for
any t ≥ t0,

dV (zt, t)
dt

≤ −z�(t)Qz(t)

−
(
δ2ρ2

υ(t) +
r∑

j=1

δ2
jρ

2
j (t)

)∥∥B�Pz(t)
∥∥2

+2ρυ(t)
∥∥B�Pz(t)

∥∥ ‖z(t)‖

+2
r∑

j=1

q̄σρj(t)
∥∥B�Pz(t)

∥∥ ‖z(t)‖

− 2ρ2(t)
∥∥B�Pz(t)

∥∥2∥∥B�Pz(t)
∥∥ ρ(t) + ε‖z(t)‖2

+2ρ(t)
∥∥B�Pz(t)

∥∥
= −z�(t)Qz(t)− δ2ρ2

υ(t)
∥∥B�Pz(t)

∥∥2

+2ρυ(t)
∥∥B�Pz(t)

∥∥ ‖z(t)‖

−
r∑

j=1

δ2
jρ

2
j (t)

∥∥B�Pz(t)
∥∥2

+2
r∑

j=1

q̄σρj(t)
∥∥B�Pz(t)

∥∥ ‖z(t)‖

− 2ρ2(t)
∥∥B�Pz(t)

∥∥2∥∥B�Pz(t)
∥∥ ρ(t) + ε‖z(t)‖2

+2ρ(t)
∥∥B�Pz(t)

∥∥
= −z�(t)Qz(t) + (1

/
δ2)‖z(t)‖2

−
[
δρυ(t)

∥∥B�Pz(t)
∥∥ − 1

δ
‖z(t)‖

]2

−
r∑

j=1

[
δjρj(t)

∥∥B�Pz(t)
∥∥ − q̄σ

δj
‖z(t)‖

]2

+
r∑

j=1

(q̄σ)2

δ2
j

‖z(t)‖2

+
2

∥∥B�Pz(t)
∥∥ ρ(t) · ε‖z(t)‖2∥∥B�Pz(t)

∥∥ ρ(t) + ε‖z(t)‖2
· · · · · · · · (24)

Therefore, it follows from (24) and from the inequality

0 ≤ ab

a+ b
≤ a, ∀ a, b > 0

that

dV (zt, t)
dt

≤ −z�(t)Qz(t) + (1
/
δ2)‖z(t)‖2

+
r∑

j=1

(q̄σ)2

δ2
j

‖z(t)‖2 + 2ε‖z(t)‖2

≤ −γ ‖z(t)‖2 · · · · · · · · · · · · · · · · · · · (25)

where γ is defined by

γ := λmin(Q)− 2ε−

 1
δ2

+
r∑

j=1

(q̄σ)2

δ2
j


 · · · · (26)

If the control gain parameters δ and δj , j = 1, 2, . . . , r,
are selected such that (18f) is satisfied, then a suffi-
ciently small q̄ > 1 exists such that γ > 0. Thus, accord-
ing to [Ref. (4), Theorem 4.2 or Ref. (18)], the closed–
loop system, described by (19), is uniformly asymptot-
ically stable. That is, the auxiliary state z(t) tends
asymptotically to zero. ■

Thus, from Theorem 3.1 we can obtain the following
theorem which shows that by employing the memory-
less state feedback controllers described in (10) with
(18), one can guarantee the zero–error tracking errors
between the uncertain time–delay systems and reference
model without time–delay.

Theorem 3.2. Consider the model following problem
of uncertain time–delay system (1) satisfying Assump-
tions 2.1 to 2.3. Then, by using the state feedback con-
trollers u(t) described in (10) with (18), one can guaran-
tee that the tracking error e(t) decreases asymptotically
to zero.

Proof : From Theorem 3.1, we have shown that the
closed–loop auxiliary system described by (13) and (18)
is uniformly asymptotically stable. That is, for the aux-
iliary state z(t), we can obtain that

lim
t→∞ z(t) = 0

Then, it can be obtained from the relationship between
e(t) and z(t), i.e. e(t) = Cz(t), that the tracking error
e(t) also decreases asymptotically to zero. ■
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Remark 3.4. Similar to Ref. (2), we can give a pro-
cedure for constructing the memoryless state feedback
controller described in (10) with (18) as follows.

(i) Find the solutions G and H of algebraic matrix
equation (5). If no solution exists, then a different
choice of the reference model or the output matrix
C must be made.

(ii) Solve, for any given positive constant η and posi-
tive definite matrix Q, algebraic Riccati equation
(7) for P .

(iii) Evaluate the bounds of the uncertain N(·),
Dj(·), j = 1, 2, . . . , r, E(·), and F (·), to obtain
ρυ(·), ρj(·), j = 1, 2, . . . , r, µ(·), and ρ(·).

(iv) Select a set of the control parameters ε, δ, and
δj , j = 1, 2, . . . , r, such that the inequality de-
scribed by (18f) holds.

(v) Form the memoryless state feedback tracking con-
troller described by (10) with (18).

4. An Illustrative Example

In this section, we give a numerical example to il-
lustrate the procedure for designing the tracking con-
troller proposed in the paper. Here, we consider an un-
certain time–delay systems described by the following
differential–difference equations.

dx(t)
dt

=
([ −1 1

0 2

]
+

[
0 0

cos(t) sin(t)

])
x(t)

+
[

0 0
0.5 sin(t) 0.5 cos(t)

]
x(t− h1(t))

+
[
0 0
0 sin(t)

]
x(t− h2(t))

+
([

0
1

]
+

[
0

1− 0.5 sin(t)

])
u(t)

+
[

0
0.5 cos(t)

]
· · · · · · · · · · · · · · · · (27a)

y(t) =
[
1 0

]
x(t) · · · · · · · · · · · · · · · · · · · (27b)

The time–varying delays h1(t) and h2(t) are given in
Fig.1, where h1(t) = 1 + 0.5 sin(πt) and h̄ = 2. It is
worth noting that h1(t) and h2(t) are two continuous
and bounded functions, and that ḣ2(t) is not defined at
t = 0.25n, n = 1, 2, . . ..

The problem is to determine a control law in the form
(10) with (18), that will cause system (27) to follow the
reference model described by

dxm(t)
dt

=
[ −2 1

0 −1
]
xm(t) · · · · · · · · · · · · (28a)

ym(t) =
[
0 1

]
xm(t) · · · · · · · · · · · · · · · · (28b)

and can guarantee that the tracking error e(t) decreases
asymptotically to zero in the presence of the uncertain
parameters.

For simulation, the following initial condition for (27)
and (28) are given as follows.

x(t) =
[
2.0 cos(t) 1.0 cos(t)

]�
, t ∈ [−h̄, 0]

xm(0) =
[
1.0 1.0

]�
Now, following the algorithm given in Remark 3.4, we

will construct such a robust memoryless state feedback
tracking controller.

(i) From algebraic matrix equation (5), it can be ob-
tained that the solution of the matrices G and H is
as follows.

G =
[
0 1
0 0

]
, H =

[
0 0

]
(ii) For a given constant η = 2 and the positive definite

matrix Q = diag
{
5, 3

}
, it can be obtained from

algebraic Riccati equation (7) that

P =

[
2.383 0.684

0.684 8.973

]

(iii) By evaluating we can obtain that

ρυ(t) = 1.42, ρ1(t) = 0.71

ρ2(t) = | sin(t)|, ρq(t) = 0.50

µ(t) = 1− 0.5 sin(t), ρ(t) = 3.855

(iv) Select a set of the control parameters ε, δ, δ1, and
δ2, as follows.

ε = 0.5, δ = 2.0, δ1 = δ2 = 3.0

(v) Then, from (10) with (18) we can obtain a robust
memoryless state feedback tracking controller de-
scribed by

u(t) = − 1
2
k1(t)B�Pz(t)

− k2(t)B�Pz(t)
3.855

∥∥B�Pz(t)
∥∥+ 0.5‖z(t)‖2

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (29a)
where

k1 =
14.5 + 9 sin2(t)
2− 0.5 sin(t)

· · · · · · · · · (29b)

k2 =
14.861

2− 0.5 sin(t)
· · · · · · · · · · · (29c)

B�Pz(t) = 0.684x1(t) + 8.973x2(t)

−0.684x2m(t) · · · · · · · · · · · (29d)
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Fig. 1. Time delay history.

Fig. 2. Response of state variable x(t).

Fig. 3. Tracking error e(t).

Fig. 4. Control input u(t).

The results of the simulations of this numerical exam-
ple are depicted in Figs. 2 to 4. It is shown from Fig.3
that the tracking error e(t) indeed decreases asymptot-
ically to zero in the presence of uncertain parameters,
delayed state perturbations, and disturbance.

5. Concluding Remarks

The problem of robust tracking and model follow-
ing for a class of linear dynamical systems with mul-
tiple delayed state perturbations, time–varying uncer-
tain parameters, and disturbance has been considered.
A class of continuous memoryless state feedback con-
trollers have been proposed for robust tracking of dy-
namical signals in such a class of uncertain time-delay
systems. The proposed controller consists of two parts,
i.e. linear and nonlinear. The nonlinear controller is
continuous and bounded, and is used to compensate for
the uncertainty including the external disturbance of
the systems to produce an asymptotic tracking result.
That is, the proposed tracking controller can guarantee
a zero–tracking error, instead of the ε–tracking error
reported in the control literature.

It is worth pointing out that the method for designing
a zero–error tracking controller can easily be extended
to systems with mismatched uncertainties. In this case,
a sufficient condition for robust stability of the systems
should be derived.

Finally, a numerical example is given to demonstrate
the synthesis procedure for the proposed zero–error
tracking controller. It is shown from the example and
the results of its simulation that the results obtained
in the paper are effective and feasible. Therefore, our
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results may be expected to have some applications to
practical robust tracking and model following problems
of uncertain time–delay systems.
(Manuscript received November 6, 2001, revised

February 8, 2001)
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