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In this paper, a new method for the on-line identification of power system electro-mechanical modes (eigenvalues) by use of Superconducting Magnetic Energy Storage (SMES) is proposed. Modulated sinusoidal active power of small amplitude in the low frequency bandwidth (chirp signal) is given by SMES to the power system. From the system’s response (active power oscillations at generator buses) low order models are estimated by output error modeling based on Gauss-Newton algorithm. Finally from the models estimated, eigenfrequencies and their damping are determined.

The method is useful in monitoring system steady state stability and in tuning power system control. The studies and results are based on the simulations of power system with SMES in PSCAD/EMTDC program.
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1. Introduction

In power system analysis, results from eigenvalue method or power system simulations depend on the fact how accurately we know system parameters, its configuration and operating conditions. In a real power system, all these factors may be changed on the operating conditions. Interconnections with other systems and the effects of deregulation make all these issues more complex. For the above-mentioned reasons, without monitoring the level of stability in the system we may not improve it on time. The on-line identification of the system is needed to overcome these difficulties.

On methods of on-line identification, especially, on methods of obtaining eigenvalues of operating system, several papers have been published. Some of the methods use a signal input (for example, step function) to the AVR. By these methods, the system may be identified with some accuracy. However, it is not so easy to understand the disturbance due to the signal explicitly. By process of obtaining transfer functions, high order functions must be considered since disturbance of this kind at power system may be affected by control function of AVR.

It is desirable to find power apparatuses that can give small power disturbance without affecting power system operating condition. The stability of the power system may be estimated by investigating its response for the given disturbance. This corresponds to direct application of eigenvalue method.

Superconducting magnetic energy storage (SMES) is proposed and studied. It is useful not only for high efficient energy storage but also for frequency control, power system stabilization, voltage regulation because of the quick control of power.

In addition to the above mentioned good properties, SMES has a high impedance, that is, it behaves like current source. Due to this property, conditions of an operating power system are not affected by connection of SMES.

Other energy storage systems such as battery energy system, flywheel system, and so on act as voltage sources, which may affect the operating conditions. Therefore SMES is the only power supply suitable.

By considering the new added application of SMES as mentioned above, its cost per application decreases.

On-line identification by use of SMES is already proposed. It can determine the eigenfrequencies in a multi-machine system, but damping can be determined only in case of one machine infinite bus system. The method uses constant frequency sinusoidal active power from SMES as input and the eigenfrequencies determination is based on the spectral analysis by use of Maximum Entropy Method (MEM). In case of one machine connected to the infinite bus, first the system is exited from a sinusoidal input with the same frequency as its eigenfrequency by SMES with stabilizing control then damping is calculated after the calculation of the power flow in the system.

The method of identification proposed here offers both determination of the eigenfrequencies and their damping in case of a multi-machine system. In this case, the power system is excited from a small power chirp (a modulated sinusoidal function with a frequency that grows from an initial value to a final one) given from SMES. From the system’s response (for example active power oscillations at generator buses) low order models are estimated by output error modeling based on Gauss-Newton algorithm. Then from the models estimated, system’s electro-mechanical modes (damping and eigenfrequency) are determined. In this study,
data for different power system configurations simulated with SMES in the PSCAD/EMTDC program are used.

2. SMES system

SMES is used to generate a small power chirp to the power system without changing its operating conditions. A block diagram of SMES system (used in our simulations) is shown in Fig.1.

![Block diagram of SMES and P-Q mode control system](image)

Fig.1 Block diagram of SMES and P-Q mode control system

where:
- $E$ - line voltage in the secondary of the transformer.
- $I_d$ - average value of the current in the superconducting coil.
- $\alpha', \alpha''$ - firing angles of converter bridges.
- SC - superconducting coil.
- $P_0, Q_0$ - reference for active power and reactive power of SMES.
- $\alpha$ - converter firing angle calculation block.

In simulation of SMES (Fig.1), a superconducting coil $L = 10.8 \, H$ (the inductance of SMES in the lab.) is chosen. The transformer’s secondary voltage is $E = 1kV$ and the superconducting coil current $I_d = 5kA$. The stored energy is $W = 135MJ$. These parameters are confirmed to be suitable for our purpose of identification. Two transformers are connected in star-delta and delta-delta to make possible 12-pulse converter operation for simultaneous active and reactive power control and a fast charging of SMES. Reactive power compensation is realized through constant capacitors, connected in the input of the system.

The simultaneous active and reactive power control (Fig.1) is the basic mode of operation. In this mode SMES can give modulated, controlled, small active power to the system (up to 6 Hz). A current control mode of SMES is designed to control SMES at the moment of the connection to the power system and during initial charging. Controlling the current, we can assure that SMES will have a smooth connection to the power system and the converter system is also protected from over-currents in the moment of connection.

For having a continuous operation of SMES the current of the superconducting coil must be constant. Therefore compensation of losses in transformers and bridges is needed. The losses, which depend on the current $I_d$, are measured and compensated separately in the control system.

3. Electromechanical mode identification method (One machine-IB system example)

The method of power system identification proposed here, deals with the problem of building mathematical models of the power system based on the observed data from the system. The data consist of input and output records. In this study, data available from the simulations of power system in EMTDC program are used and a model has been built based on an output error modeling.

The process, in case of one machine connected to the infinite bus (Fig.2), goes through these basic steps as follows.

Step 1: The design of the experiment and collection of input-output data is realized in the PSCAD/EMTDC program.

The input given by SMES to the power system is an active power chirp (a modulated sinusoidal function with a frequency that grows from an initial value to a final one) shown in Fig.3. As shown from the spectrum in figure the energy of the input waveform from SMES is concentrated on the low frequency region from 0 to 3Hz. A narrow bandwidth is necessary for a good precision in the estimation.

The amplitude of the input oscillations 1 MW (as shown in Fig.3) is found to be effective in our study cases and constitutes less than 1% of the system’s power. The output data are the generator’s active power oscillations recorded at the generator bus Fig.4.

![Schematic of simulated one machine infinite bus system and SMES](image)
Table 1  Specification of generator

<table>
<thead>
<tr>
<th>120MW</th>
<th>$x_q$</th>
<th>0.770p.u.</th>
<th>$T_q$</th>
<th>0.278sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_f$</td>
<td>13.8kV</td>
<td>$x_d^m$</td>
<td>0.314p.u.</td>
<td>$T_{do}$</td>
</tr>
<tr>
<td>$H$</td>
<td>3.117sec</td>
<td>$x_d^o$</td>
<td>0.280p.u.</td>
<td>$T_{do}^o$</td>
</tr>
<tr>
<td>$x_d$</td>
<td>1.014p.u.</td>
<td>$x_q^o$</td>
<td>0.375p.u.</td>
<td>$T_{go}^o$</td>
</tr>
</tbody>
</table>

Table 2  Specification of transmission line

<table>
<thead>
<tr>
<th>$V_f$</th>
<th>230kV</th>
<th>$R_{ad}$</th>
<th>2.034cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{bundle}$</td>
<td>45cm</td>
<td>$D_{12}$</td>
<td>10m</td>
</tr>
<tr>
<td>$D_{ground}$</td>
<td>30m</td>
<td>$D_{23}$</td>
<td>10m</td>
</tr>
<tr>
<td>$R$</td>
<td>0.032069/km</td>
<td>$D_{31}$</td>
<td>20m</td>
</tr>
</tbody>
</table>

Table 3  Specification of transformer

| 120MVA | ratioV | $13.8/230kV$ | $x_1$ | 0.005p.u. |

Fig. 3  SMES input of chirp signal and frequency characteristic.

From figure it can be concluded that the disturbance in the generator active power is small enough compared to its rating power. In Fig. 5 from the spectral analysis of the generator active power oscillations is found the eigenfrequency of the system at 1.52 Hz. Because the input from SMES has a flat spectrum as shown in Fig. 3, it does not show up on the system’s response spectrum in Fig. 5. Determination of SMES input waveform, its time duration and the location of the recorded output are important decisions taken during this step.

Step 2: Examination of data and filtering to enhance important frequency ranges and reduce the noise influence. This is done in connection with the first step. The data recorded from the experiment are decimated and low-pass filtered. The knowledge of the power system mechanical modes location in low frequency region stands in the basis of decisions made during this step.

Step 3: Selection of a model structure and determination of the model order. This is done from a theoretical point of view, combined with the experience from best results achieved during simulations (as discussed in 4).

Fig. 4  Power of generator for power of chirp signal from SMES

Fig. 5  Deviations of power of generator and the spectrum by MEM(Maximum Entropy Method)

A general input-output set of discrete models can be written as:

$$y(t) = \frac{B(q)}{F(q)} \cdot \frac{1}{u(t - n_k)} + C(q) \cdot e(t), \quad \cdots \quad (1)$$

$A, B, C, D, F$ are polynomials and $n_k$ is the time delay.

From this model many other special cases can be deduced as the case below which is considered in this study:

$$y(t) = \frac{B(q)}{F(q)} \cdot u(t - n_k) + e(t), \quad \cdots \quad (2)$$

where:

$$B(q) = b_1 + b_2q^{-1} + \cdots + b_{n_k}q^{-n_k + 1}, \quad (3)$$

$$F(q) = 1 + f_1q^{-1} + \cdots + f_{n_f}q^{-n_f} \quad (4)$$

where:

$e(t)$: white noise

$n_k$: number of delay

$n_f$: number of poles

$n_o$: number of zeros plus one

The problem is to find those parameters for the
model, which will give the best fit of the estimated output to the recorded one. Therefore it is introduced the following vector of parameters, which should be determined:

\[ \theta = [b_1 b_2 \cdots b_m f_1 f_2 \cdots f_n r]^T \]  \hspace{1cm} \text{(5)}

From above, the estimated output can be written as:

\[ \hat{y}(t, \theta) = \frac{B(q)}{F(q)} u(t - n_k) \]  \hspace{1cm} \text{(6)}

In case of a second order model chosen, the above equations can be written as

\[ y(t) = \frac{b_1 + b_2 q^{-1}}{1 + f_1 q^{-1} + f_2 q^{-2}} q^{-1} u(t) + e(t) \]

\[ = \frac{b_1 q + b_2}{q^2 + f_1 q + f_2} u(t) + e(t) \]  \hspace{1cm} \text{(7)}

where

\[ B(q) = b_1 + b_2 \cdot q^{-1} \]  \hspace{1cm} \text{(8)}

\[ F(q) = 1 + f_1 \cdot q^{-1} + f_2 \cdot q^{-2} \]  \hspace{1cm} \text{(9)}

The error for a candidate model is given as

\[ e(t, \theta) = y(t) - \hat{y}(t, \theta) \]  \hspace{1cm} \text{(10)}

and a possible criterion (N: number of data)

\[ \mathcal{E} = \frac{1}{N} \sum_{t=0}^{N-1} e^2(t, \theta) \]  \hspace{1cm} \text{(11)}

Step 4: Computation of the best model according to input-output data and the chosen fit criterion. In this study a quadratic prediction error criterion is minimized using an iterative Gauss-Newton algorithm.\(^{[6]}\)

(If no lower value of criterion is obtained, a gradient search is used.)

The estimated discrete transfer function for the recorded output is given as

\[ G(q) = \frac{B(q)}{F(q)} = \frac{-0.25q^{-1} + 0.2489q^{-2}}{1 - 1.978q^{-1} + 0.986q^{-2}} \]  \hspace{1cm} \text{(12)}

The above transfer function has two poles and one zero as

\[ \{ p = 0.988 \pm j0.095 \} \]

\[ \{ z = 0.995 \} \]

The corresponding continuous model:

\[ G(s) = \frac{-25.18s - 16.88}{s^2 + 1.309s + 92.6} \]  \hspace{1cm} \text{(13)}

has two poles and one zero as following:

\[ \{ p = 0.65 \pm j9.6 \} \]

\[ \{ z = -0.67 \} \]

In the above discrete to continuous transformation, a state space representation is obtained from the discrete transfer function model. Then discrete system matrices are transformed to respective continuous ones through the transformation \( z = e^{2t} \). Finally the corresponding continuous transfer function model is obtained from the state space form.

After simulating the response of the model estimated, in Fig.6 there are plotted the measured and estimated outputs. It is shown that there is a good fit of the output from the estimated model to the measured output (system response).

\[ \text{Fig.6} \text{ The estimated and measured output of the estimated model (thin line: recorded response, thick line: response of model estimated.)} \]

4. Assessment discussion of the method

In this section, an assessment of the method is conducted by comparing its results with those of eigenfrequency analysis and eigenvalue one, and by identifying known models. First of all it is obvious that there is good agreement between the simulated output and the recorded one. Further more it is easy to verify that the frequency 9.6 rad/sec found from the identification corresponds to that one found from the spectral analysis (1.52 Hz as shown in Fig.5(c)).

Let us compare the results from the estimated model obtained above with those from the eigenvalue analysis. The calculation of eigenvalues includes the dynamics of the exciter. For the operating point, we get Heffron-Phillips constants of \( K_1 = 1.9316, K_2 = 1.4500, K_3 = 0.4031, K_4 = 0.3893, K_5 = 0.1182 \) and \( K_6 = 0.386 \), and the eigenvalues of \(-0.647 \pm j9.628, -5.894 \) and \(-43.198 \).

It is not difficult to verify that the two dominant eigenvalues (which are located near the imaginary axis on the s-plane and dominate the response) calculated \(-0.647 \pm j9.628 \) agree well with estimated ones \(-0.65 \pm j9.6 \). The other two eigenvalues calculated play a secondary role in the system response and in evaluation of the system steady state stability.

Let us consider a model represented by a known transfer function. We used the same input as that given from SMES to estimate the poles of the model. Then the estimated poles are compared with the known ones. a) We considered the following transfer function:

\[ G(s) = \frac{(s + 15 + j2)(s + 15 - j2)(s + 0.2 + j6)(s + 0.2 - j6)}{(s + 10)(s + 3.5 + j9)(s + 3.5 - j9)} \]  \hspace{1cm} \text{(14)}

and estimated its poles by using a second order and a forth order model. The output fit is shown in Fig.7.
Because the good fits of the second order model and that of the fourth order model to the system response, their estimated dominant poles are the same ($-0.2 \pm j6$) and they both agree with the true poles of the system (given from the known transfer function). In case of fourth order model the two remaining estimated poles agree with the true ones ($-3.5 \pm j9$) too. The estimation of the zeros is considered in following. For the fourth order model, the zeros are obtained to be $-7.914, -12.865 \pm j8.327$ and for the second order model, $-8.165$. Then the estimation of zeros has some errors. Therefore, it is concluded that generally the method is suitable for estimation of poles of the system. It is also possible in some cases (when non dominant poles are near dominant ones) that the second order estimated model does not give a very good fit to the system response. This is because of strong non-dominant poles influence to the output. In these cases we can search for a better fit, using a fourth order model. But dominant poles estimated are the same, even though the second order model fit is not as good as the forth order one. It is important to notice that by estimation of dominant poles we can evaluate how stable a system is.

b) Now let’s consider another known transfer function:

$$ G(s) = \frac{(s + 20)(s + 30)}{(s + 1.1 + j11)(s + 1.1 - j11)} \times \frac{(s + 40)}{(s + 0.3 + j7)(s + 0.3 - j7)} \cdots (15) $$

By using the response for an input signal (denoted by $I_1$), a model (denoted by $M_1$) is estimated. Then by using the same response and an input signal, amplitude of which is K times larger than that of $I_1$. (See Fig.8) another model (denoted by $M_2$) is estimated. The poles of $M_2$ are the same as those of $M_1$ and $G(S)$ too. That is, the poles can be obtained without considering amplitudes of input and output.

In both cases the fit of responses is shown in Fig. 9. The estimated poles agree with each other and with those of the known model. This shows that, we can estimate the dominant poles of the system by using only the output (generator power oscillations) and the input (SMES signal) to the system.

c) The time that the input from SMES is applied to the system is an important parameter. If the time interval would be too short, it would be difficult to have a good fit of the model response to that of the system and there would be large errors in the estimated poles. This is because, the input applied for a very short time, is not able to “excite” the power system (which has usually a large inertia). On the other hand, a very long interval, it will take longer than needed for the estimation, which will reduce the speed of the identification process. The left part of Fig. 10 shows the results of the recorded response and the response of model estimated for the time interval of 10 sec., and the right one, for that of 20 sec. It has been found out that an interval around 20 sec is an optimal one. For intervals longer than 20 sec there is no substantial change in the estimated model compared to 20 sec interval case. In very short interval case (10 sec.) the error in the estimated model is unacceptable, and is result of the poor fit of the estimated model response to that one from the system. A 20 sec interval is suitable also because generally we expect no substantial change in power system operating conditions (during steady state operation) within 20 sec intervals.

d) The issue of amplitude of the input power from SMES is discussed. The input waveforms in the power system, used for estimating its mechanical modes, are relative small input active power oscillation from SMES. A small amplitude input will cause smaller power oscillations in each generator bus, without disturbing the normal operation of the system. But on the other hand the amplitude of the input must be large enough to excite the system (because of the losses in the system, the input given from SMES could not reach the machines far from it). So the choice of the amplitude
5. Application in a multi-machine system

In this section, the electro-mechanical mode identification of a two-machine - infinite bus system is discussed. It should be emphasized that the methodology and results are not dependent on the number of machines in the system. As an example, the case of a two-machine system is considered here. The input is given from SMES and the responses of active power oscillations at both generator buses are recorded from the simulation of the system with SMES in EMTDC. The configuration of power system considered is shown in Fig. 11.

Two machines are connected to the infinite bus through two transmission lines (230kV, 100km) and with each other through another 50km transmission line. SMES is connected at four different locations, (marked by numbers in Fig. 11, where point 4 is at midpoint of the transmission line.), and simulations are repeated for the same operating point of the power system.

The specifications of generator G1, G2, transmission lines, transformer, and controller of the exciter systems are shown in Table 4, Table 1, Table 2, Table 3 and Table 5, respectively.

The voltage of the infinite bus is 205 kV. The output active powers (reactive powers) of G1 and G2 are 85MW (48MVAR) and 102MW (49MVAR), respectively.

After recording the SMES input and system responses, the mechanical modes of the simulated system are estimated. Fig.12 shows G1 and G2 responses and estimated model responses for location of SMES at bus 1 by using a second order model. When using a forth order model, the estimation is not valid. In this case, power flow through the transmission line between G1 and G2 is very small. Then the degree of dominant electro-mechanical oscillation may be one. Then at first, a lower model must be used.

It is easy to conclude from Table 6 that the estimated modes of the system in all four cases agree well with each other, which confirms again that the results of estimation are independent from the location of SMES in the system (as long as the operating conditions of the system remain unchanged in all cases).

For assessment purposes we analyzed the spectrum of generators' responses in all cases for different positions of SMES in the system. Fig.13 shows the spectra only for location of SMES at bus 1 and 2 (same results are obtained for two other locations of SMES).

From the spectrum we found out two eigenfrequencies

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Specification of generator G1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{max}$</td>
<td>100MW</td>
</tr>
<tr>
<td>$H_1$</td>
<td>3.117sec</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Specification of controller of exciter system</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_a$</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 6  Eigen values for location of SMES

<table>
<thead>
<tr>
<th>SMES</th>
<th>G₁</th>
<th>G₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>loc.1</td>
<td>−1.2 ± j11</td>
<td>−0.58 ± j9.8</td>
</tr>
<tr>
<td>loc.2</td>
<td>−1.1 ± j11</td>
<td>−0.58 ± j9.8</td>
</tr>
<tr>
<td>loc.3</td>
<td>−1.2 ± j11</td>
<td>−0.60 ± j9.8</td>
</tr>
<tr>
<td>loc.4</td>
<td>−1.0 ± j11</td>
<td>−0.55 ± j9.8</td>
</tr>
</tbody>
</table>

Fig. 13  MEM spectrum of the responses of generators for SMES location 1 and 2, respectively

1.76 Hz and 1.56 Hz for G₁ and G₂ responses respectively. This frequencies correspond to 11.05 rad/sec and 9.8 rad/sec estimated from identification method. It is shown that to estimate electro-mechanical modes of a generator, the response only at the respective generator bus is needed.

6. Conclusions

In this paper is proposed a new method for the online identification of the electro-mechanical modes of the power system by use of SMES and by employing an output error model. This method uses only the recorded system responses to estimate its electromechanical modes and it is possible to be applied in a multi machine system case. Experiments by use of SMES with superconducting magnet in simulator of power system are necessary for further assessment of the method before those in real power systems.
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