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This paper proposes a gradient ascent learning algorithm of the Hopfield neural networks for graph planarization. This learning algorithm which is designed to embed a graph on a plane, uses the Hopfield neural network to get a near-maximal planar subgraph, and increase the energy by modifying weights in a gradient ascent direction to help the network escape from the state of the near-maximal planar subgraph to the state of the maximal planar subgraph or better one. The proposed algorithm is applied to several benchmark graphs up to 150 vertices and 1064 edges. The performance of the proposed algorithm is compared with that of Takefuji/Lee's method. Simulation results show that the proposed algorithm is much better than Takefuji/Lee's method in terms of the solution quality for every tested graphs.

Keywords: graph planarization, Hopfield neural network, gradient ascent learning, NP-complete problem

1. Introduction

Given a graph $G = (V, E)$, the graph planarization is to find a largest subset $F$ of $E$, such that $H = (V, F)$ is planar. The graph planarization problem is an important problem in automatic graph drawing, in designing printed circuit boards and routing very-large-scale integration (VLSI) circuits. Several graph planarization heuristics have been presented. In 1989 Jayakumar et al. proposed a $O(n^2)$ near-maximal planarity testing algorithm [1]. Kant[2] presented a corrected and more generalized version of Jayakumar’s algorithm. Goldschmidt and Tukvorian presented a two-phase graph planarization heuristic [3]. Based on two different ideas, Cai et al.[4] and Di Battista and Tamassia[5] described two $O(m\log n)$ algorithm for this problem. However the graph planarization problem is a well known NP-complete for general graphs [6]. No tractable algorithm is known for solving it. Furthermore, few parallel algorithms have been proposed to solve the planarization problem. A possible parallel algorithm for solving such optimization problems was introduced by Hopfield and Tank [7], which found a good solution to some optimization problems in a reasonable amount of time. Using the neural network techniques, Takefuji and Lee presented a parallel planarization algorithm for generating a near-maximal planar subgraph within $O(1)$ time [8][9]. Unfortunately, due to its inherent local minimum problems and sensitivity to parameter values [3][8], the rate to get the maximal planar subgraph is very low, and performance of the algorithm becomes poorer with large problem. This may be improved by some more sophisticated
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architecture, such as Boltzmann machine [10]. However, the Boltzmann machine is very slow because of the need for extensive averaging over stochastic variables [11].

In this paper we present a parallel planarization algorithm for graph planarization based on gradient ascent learning for Hopfield networks [12]. The learning algorithm has two phases, the Hopfield network updating phase and the gradient ascent learning phase. The first phase uses the Hopfield network to decrease the energy in state domain and find a near-maximal planar subgraph. The second phase intentionally increases the energy of the Hopfield network by modifying parameters in weight domain in a gradient ascent direction, thus making the network escape from the near-maximal planar subgraph (i.e., a local minimum) which the network once falls into in the phase one. The learning algorithm is applied to 19 graphs with up to 150 vertices and 1064 edges. Simulation results are compared with the ones found by Takefuji/Lee’s algorithm [3][8]. It is found that the proposed algorithm works well on generating a maximal or a better planar subgraph than Takefuji/Lee’s algorithm [8][9] for solving the graph planarization problem in the same vertex ordering within $O(1)$ time.

2. Hopfield Neural Network Updating Phase for Graph Planarization

A graph is said to be planar, or embeddable in the plane, if it can be drawn on a plane, such that no two edges crossing each other except for their end vertices. Given a nonplanar graph, the graph planarization problem is to find a spanning planar subgraph with a maximum number of edges. The problem is known to be NP-complete, and it is generally believed the computational power needed to solve it grows exponentially with the number of edges. Consider a simple undirected
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\[ e = \frac{1}{2} A \sum_{i} \sum_{j \neq i} y_{ij} y_{ji} + \frac{1}{2} A \sum_{ij} \sum_{kl} d_{ijkl} y_{ij} y_{kl} - \frac{1}{2} B \sum_{ij} g_{ij} y_{ij} \]  

where \( g_{ij} \) is 1 if edge \((i,j)\) exists in the given graph, 0 otherwise, and \( A, B \) are coefficients. The third term in Eq.(3) gives the number of embedded edges to be maximized.

Thus, the weights of the Hopfield network become:

\[ w_{ijkl} = -A \delta_{i} \delta_{j} (1 - \delta_{ij}) - Ad_{ijkl} \]  

And the thresholds become:

\[ h_{ij} = \frac{1}{2} B g_{ij} \]  

The Hopfield network energy function for the graph planarization problem can be rewritten as follow:

\[ e = -\frac{1}{2} \sum_{ij} \sum_{kl} w_{ijkl} y_{ij} y_{kl} - \sum_{ij} h_{ij} y_{ij} + C \]  

where \( C \) is a constant.

Hopfield showed that the Hopfield network is guaranteed to converge with the energy taking on lower and lower values until the network reaches a steady state. It can be viewed as seeking a minimum in a mountainous terrain. Thus, in the first phase we can use the Hopfield network to find a local minimum or a global minimum of the energy function. However, it is usually difficult for the network to find the global minimum because its inherent local minimum problem. Furthermore, there is no effective method to lead the network to reach the global minimum from a local minimum.

3. The Gradient Ascent Learning Phase for Graph Planarization

In the section 2, we have described the neural network representation of graph planarization. Using the Hopfield network updating we can find a local minimum or a global minimum of the energy function. However, it is usually difficult for the network to find the global minimum because of its inherent local minimum problem. In this section we propose a learning algorithm which can help the network escape from a local minimum to the global minimum. In order to explain the learning method, we use a two-dimensional graph (Fig. 2) of energy function with a local minimum and a global minimum. The energy function value is reflected in the height of the graph. Each position on the energy terrain corresponds to a possible state of the network. For example, if the network is initialized onto the mountainous terrain \( A \), the updating procedure of the Hopfield network makes the state of network move towards a minimum position and reach a steady state \( B \) (Fig. 2(a)).

Because the weights and the thresholds of the Hopfield network determine the energy terrain, we can change the weights and the thresholds to increase the energy at the point \( B \) so as to fill up the local minimum valley and
finally drive the point \( B \) out of the valley. Here, suppose that a vector \( \mathbf{v} \) corresponds to the weights and the thresholds of the Hopfield network. Since for a parameter vector \( \mathbf{v} \) the learning requires the parameter change to be in the positive gradient direction, we take:

\[
\Delta \mathbf{v} = \varepsilon \nabla e(\mathbf{v}) \tag{7}
\]

Where \( \varepsilon \) is a positive constant and \( \nabla e \) is the gradient of energy function \( e \) with respect to the parameter vector \( \mathbf{v} \) in the state \( B \). Applying this learning rule (Eq. (7)) to the graph planarization problem, we can obtain

\[
\Delta w_{ijkl} = p \frac{\partial e}{\partial w_{ijkl}} \tag{8}
\]

\[
\Delta h_{ij} = q \frac{\partial e}{\partial h_{ij}} \tag{9}
\]

and

\[
\frac{\partial e}{\partial w_{ijkl}} = -y_{ij}y_{kl} \tag{10}
\]

\[
\frac{\partial e}{\partial h_{ij}} = -y_{ij} \tag{11}
\]

where, \( p \) and \( q \) are small positive constants and \( y_{ij}, y_{kl} \) correspond to the state of \( B \).

Now we show that after we change the weights and the thresholds according to Eq.(10) and Eq.(11), point \( B \) will be on the slope of a valley. Suppose \( y_{Bij} \) represent the state of point \( B \), \( y_{Pij} \) represent the state of any point \( P \) of energy terrain, then the change of energy in point \( P \) by the learning rule (Eq.(10) and Eq.(11)) will be:

\[
\Delta E_P = \frac{1}{2} \sum_{ij} \sum_{k,l} w_{ijkl} y_{Pij} y_{Pkl} + \sum_{ij} h_{ij} y_{Pij}
\]

\[-\frac{1}{2} \sum_{ij} \sum_{k,l} (w_{ijkl} - q y_{Bij} y_{Bkl}) y_{Pij} y_{Pkl} \]

\[-\sum_{ij} (h_{ij} - q y_{Bij}) y_{Pij} \]

\[= \frac{p}{2} \sum_{ij} \sum_{k,l} (y_{Bij} y_{Pkl})(y_{Bkl} y_{Pij}) \]

\[+ q \sum_{ij} (y_{Bij} y_{Pkl}) \]  \tag{12}

Because point \( B \) is a minimum of energy function and the output of neuron in point \( B \) is at or near 0 or 1 \[9\], from Eq.(12), we can know easily that the increase of energy is largest when point \( P \) is at the same point as point \( B \), and the larger the difference of state between point \( P \) and point \( B \), the smaller energy increases in point \( P \). Thus, we can see that the valley will be filled up in a most effective way. In general, point \( B \) may become a point on the slope of the valley. Thus, the learning (the second phase) makes the previous stable state \( B \) becomes a point on the slope of a valley \( (B') \). After updating of the Hopfield network with the new weights and the new thresholds in the Hopfield network updating phase again, point \( B' \) goes down the slope of the valley and reaches a new stable state \( C \) (Fig.2(b)). Thus, the Hopfield network updating (Phase 1) and the gradient ascent learning (Phase 2) in turn may result
in a movement out of a local minimum, and lead the
network converge to a global minimum or a new local
minimum (Fig.2(c) and (d)).

4. Algorithm
The following procedure describes the proposed algo-
rithm. Note that there are two kinds of conditions for
eend of the learning. One has a very clear condition, for
example, the N-queen problem in which the energy is
zero if the solution is the optimal. Another one has not
a clear condition, for example, the travelling salesman
problem and the graph planarization problem in which
the energy is not zero even the solution is the optimal.
For the latter case, we have to set a maximum number
of the learning (learn.limit) in advance. Learning stops
if the maximum number of learning is performed. In
general, we can determine the value of learn.limit ac-
ccording to the allowable computation time and the com-
plexity of the problem. For planarization problem, we
found that the network can always find good solutions
within 10 learning times; therefore, we selected 30 as the
maximum number of learning time in our simulations.
If the learn.limit is the maximum number of learning
times for the system termination condition, we have,
1. Set learn.time = 0 and set A, B and learn.limit.
2. Randomize the initial values of y_{ij} for i, j = 1,….,N in the range of 0.0 to 1.0.
3. The updating procedure is performed on the Hop-
field network with original weights and thresholds until
the network reaches a steady state (Phase 1).
4. Use Eq.(8)-Eq.(11) to computer the new weights
and the new thresholds (Phase 2).
5. The updating procedure is taken on the Hopfield
network with the new weights and thresholds until the
network reaches a steady state.
6. In order to avoid the shift of the state of the global
minimum to a specific problem, the updating procedure
on the Hopfield network may be re-performed with origi-
nal weights and thresholds until the network reaches a
new steady state.
7. If the new steady state is better than the old one
then the old state is replaced by the new state using the
steady state obtained from step 6.
8. Increment the learn.time by 1. If learn.time =
learn.limit then terminate this procedure, otherwise us-
ing the new steady state obtained from step 5, go to the
step 4.

5. Simulation Results
The proposed algorithm was experimented on IBM
NetVista A40 (Pentium III 733MHz) to a total of 19
benchmark graphs. These graphs provide a valuable
source for testing the performance of algorithms for the
planarization problem, because they arise from different
areas of application. The Hopfield network updating
phase used the weights and thresholds matrix defined in
Eqs.(4) and (5) and the gradient ascent learning phase
used the rules defined in Eqs.(8)-(11). Simulations refer
to parameters set at or near A = 1.0 and B = 1.0. In
the experiments learn.limit was set to 30. The initial
values of neurons were randomized in the range of 0.0 to
1.0.

Fig.3 shows the results of a simulation on the 10 ver-
tices and 22 edges nonplanar graph(G1) of Jayakumar
et.al[1] which illustrate a typical progressive intermed-
iate maximal planar subgraph during the Hopfield net-
work updating phase (Phase 1) and the gradient ascent
learning phase (Phase 2). Initially the Hopfield network
converges to a time independent state (Fig.3(a)). It had
17 embedded edges. It is obviously not an optimum plan-
lar subgraph. After the 2nd 3rd and 8th learning, the
numbers of embedded edges increased to 18, 19 and 20,
and generated the maximal planar subgraphs (b), (c)
and finally (d), the optimum solution to the problem.
In order to gain some insight into the optimization process, the energy can be studied by plotting the energy as time. Figure 4 shows the variation of the energy during the Hopfield network updating and the gradient ascent learning. It can be seen from the figure that the 1st, 4th, 5th, 6th and 7th learning did not lead to a movement out of local minimum, and therefore there is no new planar subgraphs generated. The 2nd, 3rd and 8th learning did yield a movement out of local minimum, thus resulting in new planar subgraphs (Fig. 3(b), (c) and (d)).

To see how well the proposed algorithm was being made of a maximal planar subgraph, we generated 100 different initial states and performed updating and learning for G1 graph. Figure 5 shows the relation of percentage to find optimal solution of G1 and learning epochs with 100 different initial states using the proposed algorithm. The simulations found that the algorithm always converged to the optimal planar subgraph for every these 100 simulations within 10 learnings. Furthermore because of Hopfield network/Takefuji algorithm’s sensitivity to parameters $A$ and $B$, we chose several different parameters and performed our algorithm on these parameters. Fig. 6 shows the rate of the optimal planar subgraph from 100 different initial states under different parameter values. As shown, our method worked well for every parameter set.

To evaluate our results, we compared Takefuji/Lee’s results with our results because the Takefuji/Lee’s algorithm is one of the most popular parallel algorithm and also because they claim superior performance to that of previously published algorithm [9]. Information on the test graphs as well as all results are shown in Table 1. The results that we recorded for each graph are the solutions in number of embedded edges, produced by Takefuji/Lee’s algorithm (col 4), and by the proposed algorithm (col 5), the learning epochs (col 6) and the computation times (col 7) of the proposed algorithm to find the maximal planar subgraph. The learning epochs and the computation times are the average of 100 simulations.

We can see from Table 1 that under the same vertex ordering and $O(1)$ time, the proposed algorithm works well on generating a maximal or a better planar subgraph than Takefuji/Lee’s algorithm [8][9] for solving the graph planarization problems. For the graphs (G1, G2 and G4 – G7) our algorithm and Takefuji/Lee’s algorithm obtained the same planar subgraph. But our algorithm finds a hundred percent good solution, while Takefuji/Lee’s algorithm could only find a very low percentage (about 20%) good solution to the problems. The results for graphs G3 and G8 – G12 show that our algorithm managed to obtain a triangulated graph in most case, which outperforms the Takefuji/Lee’s algorithm. For example, for the graph of 10 vertices 24 edges (G3), the latest experiment using Takefuji/Lee’s algorithm reported 21 edges. Our simulator using the proposed Hopfield network learning algorithm generated a new maximal planar subgraph with 22 edges, which is usually difficult and important for an algorithm or method to generate new, even a more edge for NP-complete problem [8]. Fig. 7 shows the maximal planar subgraph of graph G3 generated by Takefuji/Lee’s algorithm (a) and our algorithm (b). Furthermore, simulations were also carried out for several random graphs, for example G13 – G19 and showed that the proposed algorithm performed extremely well for these random graphs too. From the simulation result, we can summary that the proposed learning method is very efficient in the every
Table 1. Computational results.

<table>
<thead>
<tr>
<th>Graph</th>
<th>No. vertices</th>
<th>No. edges</th>
<th>Takefuji/Lee</th>
<th>Proposed algorithm</th>
<th>Learning epochs</th>
<th>CPU times(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>10</td>
<td>22</td>
<td>20</td>
<td>30</td>
<td>8</td>
<td>0.30</td>
</tr>
<tr>
<td>G2</td>
<td>45</td>
<td>85</td>
<td>80</td>
<td>80</td>
<td>14</td>
<td>1.59</td>
</tr>
<tr>
<td>G3</td>
<td>10</td>
<td>24</td>
<td>21</td>
<td>22</td>
<td>6</td>
<td>0.24</td>
</tr>
<tr>
<td>G4</td>
<td>10</td>
<td>33</td>
<td>22</td>
<td>22</td>
<td>3</td>
<td>0.12</td>
</tr>
<tr>
<td>G5</td>
<td>10</td>
<td>26</td>
<td>22</td>
<td>22</td>
<td>3</td>
<td>0.16</td>
</tr>
<tr>
<td>G6</td>
<td>10</td>
<td>27</td>
<td>22</td>
<td>22</td>
<td>4</td>
<td>0.26</td>
</tr>
<tr>
<td>G7</td>
<td>10</td>
<td>34</td>
<td>23</td>
<td>23</td>
<td>5</td>
<td>0.40</td>
</tr>
<tr>
<td>G8</td>
<td>25</td>
<td>69</td>
<td>58</td>
<td>61</td>
<td>10</td>
<td>0.81</td>
</tr>
<tr>
<td>G9</td>
<td>25</td>
<td>70</td>
<td>59</td>
<td>61</td>
<td>15</td>
<td>1.15</td>
</tr>
<tr>
<td>G10</td>
<td>25</td>
<td>71</td>
<td>58</td>
<td>61</td>
<td>15</td>
<td>1.15</td>
</tr>
<tr>
<td>G11</td>
<td>25</td>
<td>72</td>
<td>60</td>
<td>61</td>
<td>15</td>
<td>1.15</td>
</tr>
<tr>
<td>G12</td>
<td>25</td>
<td>90</td>
<td>61</td>
<td>65</td>
<td>3</td>
<td>0.32</td>
</tr>
<tr>
<td>G13</td>
<td>50</td>
<td>367</td>
<td>70</td>
<td>82</td>
<td>11</td>
<td>8.17</td>
</tr>
<tr>
<td>G14</td>
<td>50</td>
<td>491</td>
<td>100</td>
<td>109</td>
<td>3</td>
<td>47.71</td>
</tr>
<tr>
<td>G15</td>
<td>50</td>
<td>582</td>
<td>101</td>
<td>115</td>
<td>4</td>
<td>107.43</td>
</tr>
<tr>
<td>G16</td>
<td>100</td>
<td>451</td>
<td>92</td>
<td>100</td>
<td>9</td>
<td>122.62</td>
</tr>
<tr>
<td>G17</td>
<td>100</td>
<td>742</td>
<td>116</td>
<td>126</td>
<td>4</td>
<td>246.98</td>
</tr>
<tr>
<td>G18</td>
<td>100</td>
<td>922</td>
<td>115</td>
<td>135</td>
<td>5</td>
<td>504.40</td>
</tr>
<tr>
<td>G19</td>
<td>150</td>
<td>1004</td>
<td>127</td>
<td>138</td>
<td>4</td>
<td>680.07</td>
</tr>
</tbody>
</table>

Fig. 7. (a) A maximal planar subgraph of G3 found by Takefuji/Lee's algorithm. (b) A new maximal planar subgraph of G3 found by proposed algorithm.

test kinds of graphs compared with Takefuji/Lee's algorithm. The reason why the proposed algorithm could generate better solution compared with that found by Takefuji/Lee's algorithm is that in the proposed algorithm, we used gradient ascent learning on the Hopfield network to help the network escape from the local minima as described in section 3. But in Takefuji/Lee's algorithm, there is no method to make the network escape from a local minimum to the global minimum.

6. Conclusion

We have proposed a Hopfield network learning algorithm for graph planarization and showed its effectiveness by simulation experiments. The learning algorithm which is designed to embed a graph on a plane, has two phases, the Hopfield network updating phase and the gradient ascent learning phase. In the first phase we implemented the Hopfield network for optimizing the energy function in state space. In the second phase we intentionally increased the energy of the Hopfield network by modifying parameters in weight domain in a gradient ascent direction, thus making the network escape from the near-maximal planar subgraph (i.e., a local minimum). As a parallel algorithm for the graph planarization, our algorithm not only generated an optimal or near-optimal planar subgraph from the nonplanar or planar graph, but also embedded the subgraph on a planar. The proposed algorithm was applied to many graphs up to 150 vertices and 1064 edges and was compared with Takefuji/Lee's method. The simulation results showed that the proposed algorithm was much better than Takefuji/Lee's method in terms of the solution quality for every tested graph.
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